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Abstract—In this paper, we present a comparison between 
two methods, the modified Loeffler algorithm (11 MUL and 29 
ADD) and Distributed Arithmetic, to implement the 
DCT/IDCT algorithm for MPEG or H.26x video compression 
using VHDL description language. The implementation has 
been achieved on Altera Stratix EP1S10 FPGA which provides 
a dedicated DSP blocks required for common signal processing 
functions. A new solution based on this DSP blocks used for to 
implement multipliers for the modified Loeffler algorithm in 
order to optimize speed and area. 

I.  INTRODUCTION 
igital video applications are becoming more popular in 
our everyday lives. Currently, there are several video 

standards established for different purposes, such as MPEG-
1 [1], MPEG-2 [2] and MPEG-4 [3] for multimedia 
applications and H.261 [4] and H.263 [5] for videophone 
and video-conferencing applications. All these standards use 
the discrete cosine transform (DCT) [6,7], which transforms 
a signal or image from the spatial domain to the frequency 
domain. Since the introduction of the DCT in 1974 [8], 
numerous fast algorithms have been developed. For example 
Loeffler [9] proposed an efficient 8-point DCT algorithm 
that requires only 11 multiplications and 29 additions.  

In this paper, several efficient architectures for 8 points 
1D-DCT are presented. Many researches have already been 
done to optimize the 1D-DCT computational effort like Lee 
[10], Chen [11], Loeffler [9] and Ben ayed [12]. Most of the 
efforts have been devoted to reduce the number of 
operations, mainly multiplications and additions. However in 
hardware implementation, not only the effort of calculation 
has to be optimized but also the silicon area occupation has 
to be reduced. 

This paper is organized as follows. Section 2 begins by 
introducing the DCT from a theoretical point of view. 
Section 3 deals with the architecture for computing the DCT 
with distributed arithmetic. Section 4 describes the modified 
Loeffler algorithm. Section 5 discusses the methodology of 
hardware implementation on FPGA. Finally, concluding 
remarks are presented in section 6.   

II.  DISCRETE COSINE TRANSFORM 
In a transform coding system, pixels are grouped into 

blocks. A block of pixels is transformed into another domain 
to produce a set of transform coefficient. Those coefficients 
represent the spatial frequency components which make up 

the original block. Each of them can be thought of as a 
weight which is applied to an appropriate basis function. 
Typically an image is transformed into blocks of 8x8 pixels. 
This size of block is optimum for trade-off between 
compression efficiency and computational complexity. 
Instead of performing the two-dimensional transform, the 
same result can be achieved by applying one dimensional 
transform along all rows and then down the columns of the 
block [13,14] in order to reduce the number of calculations 
required. The computational complexity can be further 
reduced by replacing the transform cosine form with a fast 
algorithm [9] which reduces the operations to a short series 
of multiplications and additions. The N-point 1-D DCT is 
defined as: 

 

III.  DISTRIBUTED ARITHMETIC FOR THE 1D-DCT 
Distributed Arithmetic (DA) is a technique that allows the 

hardware implementation of a sum-of-product without using 
multipliers. By storing first a finite number of intermediate 
results, a sum-of-product can be obtained through repeated 
additions and shifting operations without the use of any 
multiplication. This allows the design of signal processors 
with a reduction in the gate numbers. In this section, we will 
have a close look on the arithmetic used for calculating the 
forward and the inverse DCT. For these transformations on 
8x8 pixel blocks distributed arithmetic is used [15-18]. This 
leads to a bit serial computation where only 16 word look-up 
tables (ROM) and accumulator but not multipliers need to be 
utilized. The ROMs with 16 words accessed through a 4-bits 
address. Below, we give a brief description of the usage of 
distributed arithmetic for calculating the 1D-DCT. 

 
Based on equation (1), the 8-point 1D-DCT can be 

expressed as follows: 
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The N-point 1-D IDCT is defined as: 
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Utilizing the property of the factors ak

n to be symmetric in n, 
we only need to sum up four product terms: 
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For easier writing, we define vn as a shortcut for the sums 
and differences of yn: 
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We can write the vn as a sum of weighted bits (note: B is the 
data width of vn): 
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Then equation (5) and (6) become: 
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The above equation can be rewritten as follow: 
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We define: 
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Then equation (8) and (9) become: 
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The equation (10) characterizes the distributed arithmetic 

scheme in which the initial multiplications are distributed to 
another computation pattern. 

For any index k the F(ak,v(i)) can become precalculated 
and stored in a ROM with 16 coefficients. So bit-serial 
evaluation of the summation formula (10) for xk only 
requires one “rom and-accumulator” (RAC) element for 
each k as shown in Figure 1, with preprocessed vn (sums or 
differences of yn and y7-n, n=0..4) as bit-serial input. One 1D-

DCT thus consists of eight RACs plus a bit-serial 
preprocessor which calculates the v(i)

n. In Figure 2 you can 
see the serial preprocessor unit connected with the RAC 
devices. After B steps (note that B is the data width of vn), 
the results of the 1D-DCT appear parallel at x0 to x7. 
 

 
Fig. 1.  ROM and Accumulator (RAC) Structure 

 
Figure 2 shows a block diagram of a parallel hardware 

design of an eight point DCT using distributed arithmetic. 
Two data buses distribute the bits into the two sets of four 
RAC respectively. After B cycles, the coefficients of the 
DCT will be computed. 
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Fig. 2.  Scheme of the 1D-DCT circuit 

IV.  LOEFFLER ALGORITHM FOR THE 1D-DCT 
Based on equation (1), DCT and IDCT are highly 

computational intensive, which creates prerequisites for 
performance bottlenecks in systems utilizing them. To 
overcome this problem, a number of algorithms have been 
proposed for more efficient computations of these 
transforms. In our experiments, we use an 8-point 1-D 
DCT/IDCT algorithm, proposed by van Eijdhoven and 
Sijstermans [19]. It was selected due the minimum required 
number of additions and multiplications (11 Mul and 29 add). 
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This algorithm is obtained by a slight modification of the 
original Loeffler algorithm [9], which provides one of the 
most computationally efficient 1-D DCT/IDCT calculations 
[20]. The modified Loeffler algorithm for calculating 8-point 
1-D DCT is illustrated in Figure 3. 

 

 
Fig. 3.  The 8-point DCT modified Loeffler algorithm 

 
The stages of the algorithm numbered 1 to 4 are parts that 

have to be executed in serial mode due to the data 
dependency. However, computation within the first stage 
can be parallelized. In stage2, the algorithm splits in two 
parts. One for the even coefficients, the other for the odd 
ones. The even part is nothing else than a 4 points DCT, 
again separated in even and odd parts in stage3. The round 
block in figure 3 signifies a multiplication by 21 . In figure 
4, we present the butterfly block and the equations 
associated. 
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Fig. 4.  The Butterfly block and its associated equations 
 

The rectangular block depicts a rotation, which transforms 
a pair of inputs [I0,I1] into outputs [O0,O1]. The symbol and 
associated equations are depicted in figure 5. 
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Fig. 5.  The rotator block and its associated equations 
 

The rotator block operation can be calculated using only 3 
multiplications and 3 additions instead of 4 multiplications 
and 2 additions. This can be done by using the equivalence 
showed in the following equations. 
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This modified Loeffler algorithm is described with VHDL 

language in order to be implemented on FPGA which is 
presented in next section. 

V.  IMPLEMENTATION ON FPGA 

A.   Overview of the STRATIX architecture 
The Altera Stratix EP1S10 FPGA is based on 1.5V, 0.13µm 

technology with a density that reaches 10570 Logic Elements 
(LEs), 113KB of Embedded System Blocs (ESBs), 48 DSP block 
and 427 I/O pins [21,22]. An overview of the resources available 
in a Stratix die is shown in Figure 6.  

 
Fig. 6.  Overview of Stratix Die 

 
Stratix introduces DSP cores for signal processing 

applications. These embedded DSP Blocks have been 
optimized to implement several DSP functions with 
maximum performance and minimum logic resource 
utilization [23]. The DSP blocks comprise a number of 
multipliers and adders. These can be configured in various 
widths to support multiply-add operations ranging from 
9x9bits to 36x36bits [21], and including a wide range of 
operations from multiplication only, to sum of products, and 
complex arithmetic multiplication. Internal connectivity in 
the DSP blocks also supports pipeline registers for common 
DSP building blocks to support applications such as digital 
filters. In the purpose of optimizing the Loeffler architecture 
implementation, we can use these DSP blocks to implement 
multipliers.  

B.  Implementation results 
We simulated and synthesized the VHDL source code for 

Stratix FPGA using ModelsimTM simulator from Model 
Technology and Quartus II tools from Altera for the 
synthesis. 

Figure 7 and 8 show implementation results for the LEs 
and the operation frequency of the three methods used for 
the DCT/IDCT implementation (Loeffler architecture, 
Loeffler architecture with DSP Blocks and the Distributed 
arithmetic methods). From these two figures, we can 
conclude that the implementation of the DCT/IDCT using 
the modified Loeffler architecture with the DSP Blocks 
achieves better performance in term of silicon occupation 
area (DCT: 5% of the LEs, 45% of the DSP Blocks and 
IDCT: 4% of the LEs, 45% of the DSP Blocks) and 
operation frequency (83.33 MHz for DCT and IDCT). 
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VI.  CONCLUSIONS 
In this paper, we have made an effective comparison 

between two methods to implement the DCT/IDCT 
algorithm for video standard. We have presented the 
modified Loeffler algorithm and the Distributed Arithmetic 
method for DCT/IDCT implementation. Our design is 
implemented on Altera Stratix FPGA which provides a 
dedicated DSP blocks for signal processing functions. We 
have proposed a new solution to implement multipliers 
based on these DSP blocks for speed and area optimization. 
We have shown that better results can be obtained with the 
modified Loeffler algorithm by using DSP blocks for the 
DCT/IDCT hardware implementation. 

For future work, this design provides an important 
solution to implement the H.263 standard for video 
compression. 
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