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Abstract
In this paper we present the acoustic synthesis of a low resource
Text-To-Speech (TTS) system based on a 7th order cepstral fil-
ter. The excitation signal is designed in frequency domain by a
two parameter model. This model is able to generate the exci-
tation signal for both, voiced and unvoiced segments. The sets
of filter coefficients represent the speech units and are stored
in a compressed form in the inventory of the TTS system. An
inventory which is normally used by a concatenative synthe-
sis system is transformed to obtain the inventory for the pro-
posed system. The compression method consists of a lifter and
an interpolation technique to describe the temporal progression
of the cepstral features. Additional spectral warping is applied
to prefer lower frequency components in order to preserve the
spectral structure in the compression step. This warping method
offers the possibility to change the voice characteristics of the
synthesized speech without additional computational or algo-
rithmic efforts. We integrated the proposed synthesis method in
our multilingual TTS system and achieved high quality speech
syntheses using sampling rates up to 32 kHz with an average bit
rate of 14kBit/s and an inventory compression rate of 36:1.

1. Introduction

Improving naturalness of Text-To-Speech (TTS) systems is an
important research task. At the same time the consumption of
algorithmic resources has to be considered to enable various
(mobile) multimedia applications.
TTS systems based on concatenating pre-recorded speech units
achieve a considerable audio quality. The naturalness increases
as the speech units pooled in the inventory are chosen larger and
the amount of alternative units increases [1]. This approach re-
quires a large amount of pre-recorded and stored speech data,
which is still not practicable for the use in mobile multimedia
devices.
A possible solution for decreasing memory consumption is
the compression of the inventory containing the speech seg-
ments. In [2] we investigated the acoustic synthesis with
encoded diphone inventories using the Adaptive Multi-Rate
codec. With this ACELP (Algebraic Code Excitated Linear
Prediction) based speech codec compression rates up to 18:1 at
8 kHz and 1:26 at 16 kHz are achievable. Continuing the work
of [2, 3] and [4], where the baseline system is published, this
paper describes the acoustic synthesis using a cepstral coded
inventory.

For the naturalness of parametric synthesis a mixed excitation
in voiced parts seems to be essential [5, 6]. In contrast to

Helmholtz [7] and contemporary researchers, Schroeder [8] and
thereafter Patterson [9] proved that the timbre of sounds not
solely depends on the number and relative strength of its par-
tial tones, but also on the their initial phases. Taking this into
account the excitation signal of the cepstral filter is generated
regarding the phase as parameter (section 2.2).
Section 2 gives a brief overview of the cepstrum basics, includ-
ing cepstral analysis (section 2.1) and synthesis from cepstral
parameters (section 2.2). The integration into our synthesis sys-
tem and the applied inventory coding and compression methods
are described in section 3.

2. Cepstrum basics

2.1. Cepstral analysis

The real cepstrum is defined as:

c(n) = F−1 {|ln(F {s(n)})|} , (1)

where F denotes theN point discrete Fourier serie,s(n) the
windowedk-th speech frame andc(n) the N cepstral coeffi-
cients. Asc(n) is symmetric atN/2 with

ln (|F {s(n)}|) = c(0) + 2

N−1X
n=1

c(n) cos (nωT ) (2)

the minimum phase transfer function̄H(z), which approxi-
mates the envelope of|F {s(n)}|, is given by

H̄(z) = ec(0)e
2

N0−1P
n=1

c(n)z−n

= βe2C(z), (3)

whereN0 is the cut off quefrency of the lifter. In contrast to the
Linear Predictive Coding (LPC) the cepstral analysis models
peaks (formants) just as valleys (antiformants), while the LPC
models only the peaks. Therefore the magnitude spectrum of
the excitation signal of the synthesis filter has not to be chosen
as carefully as for the LPC synthesis filter.

2.2. Cepstral synthesis

For the synthesis of the speech signal a filter is required to re-
alize the transfer function̄H(z) given in (3). Following [10],
the synthesis filter consists of two nested filters. As shown in
figure 1 the outer IIR filter approximates the exponential func-
tion and the inner FIR filter performs the transfer functionC(z).
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Figure 1:Cepstral synthesis filter with 7th order Padé approxi-
mation (direct form II realization).

To realize the exponential function of (3) theM -th order Pad́e
approximation [11]:

e2x ≈ a0 + a1x + a1x
2 + · · ·+ aMxM

a0 − a1x + a2x2 − · · ·+ aM (−1)MxM

=

MP
m=0

amxm

MP
m=0

am(−1)mxm

(4)

with:

am =
(2M −m)!M !

(2M)!(M −m)!m!
2m (5)

is used. The approximantx, which corresponds to the filter
delays of the outer IIR filter, is replaced by the inner filterC(z).

x = C(z) =

N0−1X
n=1

c(n)z−n (6)

The coefficients of the outer filterbm, shown in figure 1, finally
result in:

bm =
am

am−1
=

2(M −m + 1)

(2M −m + 1)m
, 0 < m ≤ M (7)

3. The System

3.1. Inventory coding

Similar to the AMR encoding procedure outlined in [2] the
speech segments of the diphone inventory are processed sep-
arately. Each of the segmentsj is splitted intoKj frames span-
ning two speech periods. Two consecutive frames overlap by

one speech period. The cepstral coefficientsck(n) are calcu-
lated from the windowedk-th framesk(n) according to (1).
We apply a spectral warping to get a higher resolution in the
lower frequency components where the important spectral prop-
erties of the speech signal are located. The warping is done by a
filter, which realizes the transfer function of a first order allpass
(equation 9). The amount of spectral warping can be adjusted
by the warping factorλ. For λ = 0.57 and a sampling rate
of 16 kHz the frequency transformation approximates the Mel-
scale[12].

C̃k(z̃) =

N0−1X
n=0

c̃k(n)z̃−n ≈
N−1X
n=0

ck(n)z−n = Ck(z) (8)

with z̃−1 =
z−1 − λ

1− λz−1
and N0 ≤ N. (9)

We assume that the spectral envelope is modeled sufficiently ac-
curate if only a slight lifter is applied to remove the fundamen-
tal frequency peak and no spectral warping is done (N0 ' N ,
λ = 0). Further liftering (N0 < N ) results in a smoother enve-
lope and reduces the number of parameters needed to describe
the speech frame. The warping factor is chosen with respect to
the number of of cepstral coefficientsN0 after liftering:

λ = 1.0− N0

N
. (10)

Now, every framesk(n) of a speech segmentj in the inventory
is represented byN0 coefficients. To further compress the in-
ventory, the resultingKj ×N0 matrixC̃ is approximated along
the rowsk using Tschebysheff polynomials of orderM

T =

0BBB@
T0

T1

...
TM

1CCCA with
Tm(x) = cos(m arccos(x)),

x =
2k

Kj
− 1

(11)

where theM ×N0 approximation matrix̂C is found by:

TĈ ≈ C̃ (12)

Ĉ =
“
TTT

”−1

TT C̃ (13)

For each segment the elements ofĈ are storedj to the inventory
with an accuracy of 16 bit. Therefore, the size of the inventory
does not depend on the size of the segments anymore, but:

1. the amountJ of speech segments (units) included in the
inventory,

2. the amountN0 of cepstral coefficientsc(n), i. e. to the
order of the cepstral analysis,

3. the approximation orderM ,

4. the size of inventory description information (period
markers, phoneme lookup table, etc.).

The American-English inventory used in our experiments con-
sists ofJ = 1784 units. UsingN0 = 21 cepstral coefficients
and an approximation order ofM = 5 the size without inven-
tory description isN0MJ ·2 byte=366 kbyte (with description
398 kbyte). Table 1 gives an overview of currently tested 32 kHz
inventories with their uncoded and coded sizes.
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Language
No. of units (J) Size / kByte

(diphones) uncoded coded
US-English 1,784 16,927 398
English 1,466 13,792 327
German 1,176 9,051 262
French 1,014 7,491 226
Spanish 685 4,933 153
Italian 1,097 8,505 239
Mandarin (Syllables) 1,644 32,747 374
Dutch 1,573 14,563 351

Table 1:Listing of currently tested inventories with their un-
coded (PCM, 16 bit, 32 kHz) and cepstral coded sizes
(32 kHz,N0 = 21, M = 5).

3.2. Acoustic synthesis

In our synthesis system, the acoustic module receives the output
stream of the previous TTS modules to synthesize speech. The
stream consists of the target phonemes annotated with the target
phoneme durations and prosodic targets (F0 contour and inten-
sities). Using the cepstral coded inventory the acoustic synthe-
sis is done by applying the cepstral filter (fig. 1) as mentioned
in section 2.2.
Due to the approximation (13) there is no interdependence be-
tween the period length and the update rate of the filter coeffi-
cientsct(n), i. e. at each timet = n

fs
a set of cepstral coeffi-

cients can be estimated by the equations (11-12) and

x =
2n

Nt
− 1, 0 ≤ n ≤ Nt (14)

whereNt is the target length of the processed segment. There-
fore, the control of the phoneme durations is a lot easier
than with Overlap-And-Add (OLA) based methods. Once the
warped cepstrum̃ct(n) is estimated, the inverse warping is done
with eq. (8-9) and settingλ to−γλ.
At this processing step voice conversion can be done quite eas-
ily by settingγ 6= 1. Values between0 < γ < 1.0 are related
to shifting formants towards lower frequencies compared to the
original formant frequencies. This changes voice characteris-
tics to sound more like a male voice, whileλ > 1.0 results
in more female characteristic. Additionally, the excitation sig-
nal of voiced segments has to be adjusted to match the typical
fundamental frequency of the new voice.

The excitation signal of voiced sections differs from the one of
unvoiced sections mainly by the phasesφi of thei-th frequency
fi. Settingφi = 0 for all i a pulse train arises, assigning equally
distributed random values0 ≤ φi ≤ 2π produces white noise.
Exciting the minimum phase system with a pulse train corre-
sponding to the targetF0 contour results in short responses de-
pending on the number of cepstral coefficientsN0. The energy
is concentrated at the beginning of the synthesized period and
the speech signal sounds distinct voiced.
The level of voicing could be seen as the randomness of phases
φi between the pitch periods. Enhancing the excitation signal at
voiced parts with noise at higher frequencies reduces the grav-
elly of the voice. For each voiced period of the excitation signal

the enhancement is applied to the phasesφi:

φi =

8><>:
0 i = 0

rand(r(i)) 0 < i ≤ I
2

−φI−i
I
2

< i < I

(15)

r(i) =
2π

1 + e
−α

“
4(i−β)

I
−1

” , 0 < i ≤ I

2
, (16)

whereI is the order of the inverse Discrete Fourier Transforma-
tion (equals to the length of the excitation period) andrand gen-
erates uniform distributed random values in the range[0, r(i)).
Examples ofr(i) with different values ofα andβ are plotted in
figure 2.
With equation (15) and (16) the excitation signale(n) is calcu-
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Figure 2:Functionr(i), which gives the range of the uniform
distributed random valuesφi.

lated as:

e(i) = F−1
n

ejφi

o
, 0 ≤ i ≤ I = Np, (17)

with Np the length of excitation period given from the target
F0 contour. Voiceless periods are generated in the same way,
settingα to a high andβ to a negative value.
For reducing calculation timeI is set to a multiple of the power
of 2 and using the inverse Fast Fourier Transformation (FFT).
In this case the excitation has to be adjusted (truncated or zero-
filled) to fit the target period lengthNp. Figure 3 shows the
spectrogram of an example of an excitation signal.

3.3. Results

For the evaluation of the acoustic synthesis a preliminary lis-
tening test was performed. To avoid the influence of the other
synthesis modules (text processing, prosody generation) re-
synthesis (vocoding) of three English sentences was used for
the MOS test. The 25 listeners had to judge 12 sentences in
total (three sentences at four compression rates). For the re-
synthesis the three sentences, spoken of a female US-English
speaker, were manual labeled and automatic pitch marked. For
each sentence a pseudo inventory were generated at four differ-
ent compression rates (see table 2).

4. Conclusion

We applied a cepstral filter to the acoustic synthesis, which is
embedded in a low resource TTS system. The special coding
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Figure 3: Section of an excitation signal used for cepstral synthesis with corresponding spectrogram.

Sentence 1 2 3 MOS
Size of sentence in kByte
(32 kHz, 16 bit, PCM)

258 241 271

size of
pseudo
inventory
in kByte

(N0 = 11, M = 5) 5.2 5.4 7.5 1.8
(N0 = 16, M = 5) 6.7 7.0 9.9 2.5
(N0 = 21, M = 5) 8.3 8.7 12.3 2.6
(N0 = 41, M = 5) 14.5 15.3 21.8 3.3

Table 2:Listing of re-synthesis experiments with inventories at
different compression rates with corresponding Mean
Opinion Scores.
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Figure 4:Results of the MOS listening test. Three US-English
sentences where re-synthesized with four inventories
at different compression rates (see table 2).

technique enables us to achieve very low bit rates at higher
bandwidths. We improved the excitation of the cepstral filter
to increase voice quality. Furthermore, the system can easily
change voice characteristics of synthesized speech without ad-
ditional computational costs.

5. References

[1] N. Campbell, “Prosody and the selection of source units
for concatenative synthesis,” inProc. ESCA-Workshop on
Speech Synthesis, Mohonk (NY), 1994, pp. 61–64.

[2] Guntram Strecha, “Neue Ansätze zur Sprachsynthese
mit kodierten Sprachsegmenten,” inProc. 15. Konferenz

Elektronische Sprachsignalverarbeitung, ESSV, Cottbus,
2004, pp. 156–162.

[3] Guntram Strecha, Oliver Jokisch, and Rüdiger Hoffmann,
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