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ABSTRACT 
       With recent advances in signal processing and bio-
medical instrumentation, EEG1 signals can be used as a 
new communication channel between human and com-
puters. Implementation of this channel is possible by re-
cording and analyzing brain waves. Such a system trans-
lates human thoughts for a computer thus it is called a 
"Brain Computer Interface" or BCI 
        In this paper, a new feature vector for each EEG chan-
nel is introduced using the Kalman filter. This feature vec-
tor has equal or in some cases, better performance than the 
other commonly used features. Different classifiers were 
used to classify EEG signals using the new features and the 
results are compared. 
 
 

1. INTRODUCTION 
For several years, people were seeking for a non muscular 
channel between the brain and the out world so that they 
can control peripherals by thinking. With production of 
advanced bioinstruments for recording and amplifying EEG 
signals as well as cheap and powerful personal computers, 
this dream was realized and Brain-Computer Interface was 
developed. Main applications of this system are related to 
severe neural disordered patients. These disorders include 
ALS2, brain stem stroke, cerebral palsy, muscular dystro-
phies, brain or spinal cord injury and … BCI system en-
ables these patients to control other devices such as com-
puters without any physical activity. Current BCI systems 
use different kinds of EEG signals such as SCP (Slow Cor-
tical Potentials), P300 component and Mu or Beta rhythms 
from sensorimotor cortex which are recorded by using non- 
invasive methods from scalp. Also they use cortical neural 
activities which are recorded by using implanted electrodes 
in invasive manners [1]. There are usually two methods for 
implementation of a BCI system: Pattern recognition ap-
proach and Biofeedback approach [2,3].  
In the first method, subject thinks to some particular mental 
tasks such as Visual Counting, Mental Multiplication, … 
and during this period, his or her EEG signal is recorded. 
Then, features of the EEG signals are extracted and classi-
fied by means of a classifier. The result of the classification 
is used for controlling such devices as a mouse and/or a 
keyboard. The commonly used EEG features for this pur-
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pose include AR3 coefficients, power of EEG signal in dif-
ferent frequency bands and wavelet coefficients. Defining 
and extracting a new and effective feature is an open prob-
lem in pattern recognition based BCI approaches.  
In the second method, subject learns to control some char-
acteristics of his or her EEG signal during a training period. 
These characteristics are then used as the features to be 
extracted and classified for control purposes.  
A pattern recognition based BCI system includes different 
blocks, which is shown in figure 1. Biofeedback can also be 
used in the first method for improving the classification 
results [3]. 

 

 
 

Figure 1 – General construction of a typical pattern recognition 
based BCI system 

 
The characteristics of the data and the pre-processing meth-
ods used in this study are described in section 2. In section 
3, classification algorithms are explained. Section 4 dis-
cusses the feature extraction scheme using the Kalman Fil-
ter. Results obtained in this study are displayed in section 5. 
Finally section 6 concludes the paper. 
 

2. METHODOLOGY 
 
2.1 The data set 
The data set used in this study was obtained from the Colo-
rado University [4]. The data have been recorded according 
to the 10-20 standard from the C3, C4, P3, P4, O1, O2 elec-
trodes. Each recorded signal has a length of 10 second with 
a sampling rate of 250 Hz. Seven subjects participated in 
the recordings In this study however only the signals of 
subjects 1,3 and 6 were used because only these three sub-
jects had participated in 2 recording sessions. In each ses-
sion, 5 records and in each record 5 different mental tasks 
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have been used. The mental tasks considered in the data 
collection includes: Baseline (B), Visual Counting (C), 
Mental Letter Writing (L), Mental Multiplication (M) and 
Mental 3-D Geometric Rotation (R).  Our goal is to dis-
criminate all possible combinations of the pairs of mental 
tasks from each other using the corresponding EEG signals 
[5]. 
The EOG4 signal was also recorded simultaneous to the 
EEG signal using the standard positions used for the EEG 
electrodes which is called 10-20 standard. This is for re-
moving the artefacts caused by the eye movements from the 
recorded EEG signals in the data processing stage.  
 
2.2 Data Processing 
Initially, using the EOG signals and an appropriate empiri-
cal threshold value, sections of the EEG signals coincident 
with the eye movements are identified and removed from 
the data set. The pre-processed signals of length 10 seconds 
were then divided into windows of 1 second length each 
with an overlap of 0.8 seconds between the neighbouring 
windows. For feature extraction, a multi input-single output 
Kalman filter was used. The extracted features were then 
fed into the MLP5 neural network and Bayesian classifier 
with Gaussian, k-NN6 and Parzen kernels at separate stud-
ies. In the MLP neural network, Steepest Decent optimiza-
tion algorithm was used. For test, the holdout method was 
used where 70% of the data is used for training and 30% for 
test.  
 

3. CLASSIFICATION APPROACHES 
The basic principles of Bayesian, k-NN and Parzen classifi-
ers and MLP neural network will briefly be discussed 
throughout this section, whereas a detailed description can 
be found in [6]. These classifiers were used for discriminat-
ing EEG features in different classes. 
 
3.1 Bayesian classifier 
Suppose ω1 and ω2 are the 2 classes that the data belongs to 
them. First, we consider two known probability functions 
P(ω1) and P(ω2) for these classes. If N is the number of all 
training data and N1 and N2 are the number of data in the 
two classes ω1 and ω2 respectively then: 
 

N
NP 2)( 2 ≈ω

  and  N
NP 1)( 1 ≈ω

 
 
Also p(x|ωi) , i =1,2 are considered to be known values that 
determine distribution of the data in each class. If these 
functions are unknown, we can estimate them with different 
methods such as ML7 and … Based on the Bayes rule, we 
have: 
 

                                                           
4 Electro-Occulogram 
5 Multi Layer Perceptron 
6 k-Nearest Neighborhood 
7 Maximum Likelihood 

)(
)()|(

)|(
xp
Pxp

xP ii
i

ωω
ω =

 
 
where p(x) is probability density function : 
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Now, Bayesian classification rule can be shown as below 
[6]: 
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3.2 Parzen Estimation 
In a multidimensional classification problem, l dimen-
sional space is divided into hyper cubes with length h and 
volume hl, instead of columns with width h. 
Suppose xi , i =1,2,..,N are feature vectors. We define Φ(x) 
as below: 
 

Φ(xi) = 1  if |xij|≤1/2 
Φ(xi) = 0     Otherwise 

 
where xij's (j=1, 2,…, l) are x components. Value of func-
tion for all points inside unit hyper cube with the centre on 
origin is equal to 1 and for outside points is equal to zero. 
The relation in (6) can be rewritten as: 
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Value of sigma is equal to kN or number of points that fall 
into the hyper cube. Then pdf estimation is resulted from 
division of kN on N and hl.  
In a decision making problem with M classes ω1,ω2,…,ωM 
for estimation of conditional pdf, related to i'th class, at first 
consider a constant value (or a constant h), then count the 

number of points belong to ω i in this value. If this number 
is equal to ki, estimated pdf is: 
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where V is the volume of the hyper cube and is a constant, 
and Ni is the number of all data in the i'th class. 

)|( xp iω can be used as the kernel of Bayesian classifier 
[6]. 
 
3.3 K-Nearest Neighbour pdf Estimation 
In Parzen estimation the value around x point was fixed (hl) 
and the number of points inside the volume (ki) was 
changed from one point to another. But in the k-NN estima-
tion method kN is equal to a constant k and the size of the 
volume around x changes as it contains k points. Also we 
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can use other types of volumes such as hyper sphere. Then , 
the Pdf is estimated as follows [6]:  
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3.4 Multi Layer Perceptron 
MLP is a general function approximator which can be used 
as a simple and powerful classifier. For training the net-
work, Back Propagation approach with Steepest Decent 
optimization algorithm has been used. Suppose Q is the 
number of all data and Eq is error of feeding xq to network. 
N is the dimension of the input data, M and J are the num-
ber of neurons of the hidden layer and the output layer re-
spectively. Now we determine and update coefficients umj 
and wmn that minimize error function, which is defined as 
below [6]: 
 
 

 
 
Figure 2 – A typical neural network for classification of 5 mental 
tasks .B, C, L, M and R stand for Baseline, Counting, Letter writ-

ing, Multiplication and Rotation, consequently. 
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In this study we used a MLP with two hidden layers of 10 
and 3 neurons each. Its Output layer had 5 neurons equal to 
the number of classes or the mental tasks.  
 
 

4.  KALMAN FILTER PARAMETERS AS A NEW 
EEG FEATURE VECTOR 

Consider a dynamic system y(t) = X(t)θ(t), where X(t) is 
the vector of the input values at time t , y(t) as the output 
value of the system at time t, and θ(t) is the state of the dy-
namic system at time t (figure 3). The Kalman filter is a 
tool for estimating the state of a dynamic system by means 
of a recursive approach and using the input and output val-
ues of the system. The main problem in using the Kalman 
filter is to find the optimum estimator )(ˆ tθ for )(tθ by using 
the observations x(1),x(2),…,x(t). It has been shown in [7] 

that this quantity is equivalent to the conditional expecta-
tion  )(ˆ tθ = E{θ(t)|x(1),x(2),…,x(t)}. Thus the system out-
put at time t can be written as: 
  

y(t) = xT(t) )(ˆ tθ + n(t) 
 
where n(t) is the additive noise at the output of the system. 
For a system with the constant parameters one can write 

( )1(ˆ +tθ  = )(ˆ tθ ). Therefore )(ˆ tθ can be estimated using 
the recursive algorithm of the Kalman Filter .  
In the problem of the mental tasks classification, the EEG 
signal was divided into many short segments in the pre-
processing stage. In general, EEG is a non stationary signal 
and its statistical parameters are not constant [8,9]. How-
ever for very short segments of the signal it can be consid-
ered stationary, with constant statistical parameters. 
In the new feature extraction algorithm, we aim to identify 
a Kalman Filter, which can approximate the sixth EEG 
channel as its output using the other 5 channels as its inputs 
with the least possible error. In other words, it is equivalent 
to feed one channel as the output and the other 5 channels 
as the inputs into the Kalman filter and to optimise the filter 
coefficients to achieve the minimum estimation error. In 
this study, all possible combinations of 5 input signals and 
one output signal from the six recording electrodes (C3, C4, 
P3, P4, O1, O2) were tested (6 combinations in total). 
  
 

 
 
Figure 3 – Using Kalman filter for feature extraction in the Time 

domain 
 
For each segment, a θ vector is obtained and used as feature 
vector in classification problem.  
 

5. RESULTS 
The results of this study are summarized in Table 1.  As 
Table 1 shows, the results of new extracted features in more 
cases are better than the other best known and commonly 
used features such as AR coefficients, power of signal in 
different EEG bands ),,,,( γβαθδ  and wavelet coeffi-
cients. Most of classifiers have better results on the new 
feature rather than the other features except Bayesian clas-
sifier with a Gaussian kernel. Thus it seems that the prob-
ability density function (pdf) of this feature is too compli-
cated to be estimated by fitting Gaussian curves. In this 
case, k-NN and Parzen estimators are more effective than 
Bayesian classifier with a Gaussian kernel for estimating 
the pdf of feature statistical distribution. The k-NN classi-
fier has the best performance between the all other classifi-
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ers. MLP neural network as a classifier has almost the same 
results on different features. There are completely nonlinear 
boundaries among classes and MLP classifier has the ability 
of estimating these boundaries, thus these results show that 
complexity order of boundaries among different classes in 
different features are approximately equal.  
New feature which has been extracted using the Kalman 
filter includes the linear parameters among different chan-
nels. As these parameters had good results in classification 
problem, a linear relation between the different EEG chan-
nels can be concluded. Best results for this linear relation 
are obtained in the 4-15 Hz frequency band. The use of the 
frequencies out of this band decreases the correct classifica-
tion rate. Thus α and lower β bands are the best EEG bands 
for extraction of this new feature.  
 

MLP k-NN Par-
zen 

Bayes 
(Gaus-
sian) 

Classifier Fea-
ture 

83.88 93.16 87.69 90.44 AR Coefficients 
85.19 81.33 75.33 88.58 Wavelet Coefficients 
82.27 81.72 77.27 83.00 Power of signal 
87.22 86.63 83.13 91.02 Mixed features 
93.86 96.13 92.23 78.29 New feature 

 
Table 1 – Average of discrimination percent of classifiers for dif-

ferent features in 3 subjects 
 
 

6. CONCLUSION 
A new feature vector is developed in this study using a 
multi input-single output Kalman filter. It was shown that 
the classification results of this feature vector is comparable 
or better than the other commonly used features such as the 
AR coefficients, power of the signal at different frequency 
bands and the wavelet coefficients. Since the new features 
are the linear parameters of the Kalman filter, a linear rela-
tionship between the different EEG channels is expected. 
The method of selection of optimum combination for fea-
ture extraction with the Kalman filter can be used as a pro-
cedure for reduction of the EEG channels and source local-
ization of mental tasks too.  
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