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ABSTRACT

This paper presents a new genetic algorithm (GA)-aided
methodology of software implementation in Digital Signal
Processors (DSPs) under both the computational accuracy
and bus bandwidth constraints. The design issue is firstly
stated as two classes of fixed-point design problems, one of
which is then formulated to a constrained integer program-
ming (CIP) problem. And the genetic algorithm is proposed
to treat with such CIP problem for the sake of efficiency.
Then the fixed-point evolved (E)-UTRA PRACH detector is
presented, which further underlines the feasibility and con-
venience of applying this methodology to practice. Finally,
the numeric results justify the proposed GA-aided approach
and demonstrate that a speedup by a factor of 33 can be
achieved compared to the exhaustive search for the solution
of E-UTRA PRACH detector design problem.

1. INTRODUCTION

Realization of digital signal processing algorithms in the
real-time applications requires the fixed-point arithmetic for
the sake of cost and speed. Thanks to the former fruitful
research works, many methodologies have been developed
for settling the design issues of implementing fixed-point al-
gorithms meeting requirement for the minimization of cost,
power consumption and time to market of digital signal
processing applications, e.g., the automatic floating-to-fixed
point conversion has been systematically studied in [1] for
software implementations, and different methods with differ-
ent properties are presented to obtain the optimal wordlength
design [2-5].

In the modern digital signal processing area, the compu-
tational pressure incurred by high data rates and complicated
algorithms upon on the hardware is going to be extremely
heavy. Hence the promising digital signal processor (DSP)
architecture solutions, e.g., multi-core systems [12], emerge
and help to mitigate such pressure, however, new challenges
might come or existing issues still exist. One issue we care
about is the conflict between the limited bus bandwidth of
current hardware and the dramatically growing data through-
put pressure. From the hardware perspective, the impor-
tant way to handle such issue is using advanced interconnect
topologies which include cross bar [6], 1-D linear array [7]
and 2-D mesh [8], etc. And from the view of software im-
plementation, one feasible method is making use of the ef-
ficient management and scheduling algorithms to treat with
the bottleneck of bus bandwidth [9] [10]; and another proper
method is to maximize the utilization of the bus resource,
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which is studied in this paper since there is few of literature
addressing such utilization maximization problem.

In wireless communication community, evolved (E)-
UTRA is currently being standardized as a long term evo-
Iution (LTE) of the 3GPP radio access technology [14]. The
physical random access channel (PRACH) detector is a fun-
damental baseband unit of the E-UTRA base-station sys-
tems. Although many technical reports of 3GPP have pre-
sented the mathematic idea of implementing the PRACH de-
tector [14], there has been rare of practical design scheme.

In this paper, we focus on the fixed-point bus-usage de-
sign issue under both the computational accuracy and bus
bandwidth constraints which are common in modern DSP
environment with real-time requirement. The design issue is
stated as two classes of fixed-point design problems within
which the st class problem can easily utilize the technology
of optimal wordlength design hence is not extended in this
study while the 2nd class problem is formulated to a con-
strained integer programming (CIP) problem. Then the ge-
netic algorithm is applied to solve such CIP problem to avoid
the traditionally exhaustive search for the solution, therefore,
the whole design procedure can be accelerated. The fixed-
point bus-usage design of E-UTRA PRACH detector which
is based on the GA-aided methodology is provided finally.

2. FIXED-POINT BUS-USAGE DESIGN ON DSP
2.1 Design Problem Statement

In modern DSP architectures, bus is the basic component of
the chipsets, which always has the fixed bandwidth. Con-
sider the algorithm realizations on DSPs, the bus might be-
come a bottleneck of the whole design due to the pressure
from the high throughput requirements of applications [10],
especially as in the advanced wireless communication sys-
tems. To authors knowledge, the literature which presents
the systematic methodology of maximizing the utilization
of the bus resource on the hardware with limited bus band-
width is scarce. Therefore in this study, we address the issue
of bus-usage design for the algorithm realizations on DSPs.
The bus-usage design, exactly speaking, is determining the
promising scheme of utilizing the bus for the given algorithm
and DSP hardware, which should be able to greatly exploit
the communication capability of the bus.

Figure 1 demonstrates the bus model we consider, a DSP
processing core (unit) or a hardware accelerator always com-
municates other entities (e.g., other processing core, mem-
ory unit) via input and output bus. Assume that L bits are
packed into a single bus transfer and the clock rate of the

1007



bus is f (HZ). Hence, the bus bandwidth can be defined as
L f (bits/s). Since the communication capability of bus is
limited, the data transferred via bus can only have the finite
wordlength which leads to the finite-precision numerical ef-
fect [11] and finally causes the performance degradation to
the algorithm. So far based on former discussion, the bus-
usage design we aim to manipulate can further be divided
into two classes which are described as:

1. To minimize the used bus bandwidth by the algorithm re-
alization while still fulfilling a given performance degra-
dation constraint (in other words, the performance degra-
dation must be considerable small). In this case, the un-
used bus bandwidth can be allocated to other algorithms;

2. To minimize the performance degradation when given by
the maximum allowed bus bandwidth.

Furthermore, under the bus model of Figure 1, the data pass-
ing through the bus generally can be formatted into fixed-
point or floating-point data type. Since in fixed-point arith-
metic, there is no need to process the exponent and the man-
tissa [1], that leads to a definitively lower operation cost com-
paring with floating-point arithmetic, thus the bus-usage de-
sign discussed in this paper adopts the fixed-point data type.

2.2 Fixed-Point Bus-Usage Design

Between the above two classes of the bus-usage design
problem with fixed-point data type, we announce that, the
problem of 1st class can be settled similarly as the prob-
lem of wordlength optimization for fixed-point digital signal
processing systems. Indeed, the optimal wordlength prob-
lem has already attracted many research interests, e.g., the
simulation-based methods ([3] [4]) as well as the analyti-
cal approaches ([1] [2]) are proposed to evaluate the fixed-
point accuracy. And for simulation-based methods, several
search strategies (e.g., complete search, exhaustive search,
sequential search and preplanned search) can be utilized to
search for the optimum wordlengths [3] [5]. But for the 2nd
class problem, there is no existing solution that can be di-
rectly utilized. Therefore, in this study, a novel simulation-
based method will be proposed to perform the 2nd class
fixed-point bus-usage design, which adopts the genetic al-
gorithm (GA) based optimization strategy. Moreover, the
signal-to-quantization-noise ratio (SQNR) which is the most
commonly used metric to evaluate the fixed-point accuracy
and equals to the ratio between the desired signal power and
the quantization noise power, is chosen to assist on our fixed-
point bus-usage design. The SQNR can be obtained from the
simulation in which both the floating-point (wordlength is re-
garded to be sufficiently large) and fixed-point (wordlength
is limited) algorithms are implemented to process the same
input data and compute the difference between their output,
which is regarded as the quantization noise [1]. Besides the
fixed-point accuracy, the dynamic range that is the power
level range in which the data passing through bus can be
varied without causing too much performance degradation,
is another design issue we should care about. In our study,
the bus-usage design is obtained only according to the fixed-
point accuracy. Then based on such design, we measure
the dynamic range through inputting different power level
of data. In future works, we aim to include the dynamic
range factor into the design methodology, therefore make the
methodology more systemic.

Before introducing the mathematic problem formulation,
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Figure 1: The bus model of DSP. A DSP core or a hardware
accelerator (Acc. for short) always communicates other enti-
ties via input and output buses. L is the bus width per transfer.

Binary point position

.
|
|
S
|
|
|
|
|
|

| [
R S I Y

[

|

|

|

|

=
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

L—

Figure 2: Data should be formatted before passing through
the bus. Moreover, the data inner the processing core or ac-
celerator can have different binary point position.

some definition and assumption need to be clarified. Let <
L,x > denote the fixed-point format of data passing through
the given bus as explained in Figure 2, where L is fixed-point
wordlength (WL), and x is the integer wordlength (IWL) that
equals to the number of bits assigned to the integer repre-
sentation [3]. The computation within the DSP processing
core or accelerator is regarded to have the sufficiently long
wordlength. Therefore, the bus-usage design can be seemed
as a problem of selecting the proper integer pair < L,x > for
each bus use. Note that we name < L,x > as the bus-usage
parameter pair.

2.3 Mathematic Problem Formulation

The 2nd class fixed-point bus-usage design, exactly speak-
ing, selecting the proper bus-usage parameter pairs, can
be formulated as a constrained integer programming (CIP)
problem which is given by

SONR,;i;y = min {max SONR(L;x;s)}, (1)
<L, x> s

subject to: L, <L-Cp,n=1,...,N,
sesS

where both L = [L;,Ls,...,Ly] and X = [x1,x2,...,xy] are
the integer vectors and each integer pair < L,,,x,, > with L, €
IN and x,, € IN denoting the bus-usage parameter pair of the
corresponding bus, and N denotes the number of above pairs
to be determined within the whole design. And . is the
set of all possible input signals to the fixed-point algorithm.
Once it fulfils that SONR,,;;, < SONRy, it means that, there
exists a feasible solution of L and x which enables the fixed-
point algorithm to reach the acceptable performance, where
SONRy is the maximum allowed performance loss caused
by finite-precision numerical effect. Then we can obtain the
bus-usage parameter pairs for the fixed-point design as

< Lopt,Xopr >=arg min {max SONR(L;x;s)}.(2)
<L, x> s
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subject to: L, <L-C,,n=1,...,N,
se.s

Let us consider about the solution of (2), the searching
for all the possible L and x is an oppressive work because
the size of set .7 is always extremely large and even unpre-
dictable. Since it is not necessary to find out f(,,,t and X,
for the fixed-point design, the relaxation problem of (2) is
feasible for us to achieve the final design as well, which is to
find L and X that fulfils

<L,x>¢
{<L,x > |maxSONR(L;x;s) < SONRy}. (3)
N

subject to: L, <L-C,,n=1,...,N,
se€S

Any < L,X > is found, the solution is finished. Then it is
no need to exhaustive search for all the possible < L,x >,
and the execute time will be reduced. We will show in next
section that the genetic algorithm can be applied to solve (3).

3. GENETIC ALGORITHM-AIDED FIXED-POINT
DESIGN

3.1 Genetic Algorithm (GA)

Many optimization problems from the industrial engineering
world are very complex in nature and quite hard to solve by
conventional optimization techniques but not by genetic al-
gorithm which was first described by Goldberg [13]. Genetic
Algorithms are stochastic search techniques based on mech-
anism of natural selection and natural genetics.

In the procedure of solving optimization problems, the
genetic algorithms start from an initial set of random solu-
tions called population. Each individual in the population
is called a chromosome, representing a solution to the prob-
lem at hand. A chromosome is a string of symbols; it is
usually, but not necessarily, a binary bit string. The chro-
mosome evolve through successive iterations, called gener-
ations. During each generation, the chromosome are evalu-
ated, using some measures of fitness. To create the next gen-
eration, new chromosomes, called offspring, are formed by
either (a) merging two chromosomes from current generation
using a crossover operator or (b) modifying a chromosome
using a mutation operator. A new generation is formed by
(a) selecting, according to the fitness values, some of the par-
ents and offsprings and (b) rejecting others so as to keep the
population size constant. Fitter chromosomes have higher
probability of being selected. After several generations, the
algorithms converge to the best chromosome, with hopefully
represents the optimum or suboptimal solution to the prob-
lem.

3.2 GA-Aided Parameter Pairs Selection

It is feasible to apply the GA to solve the problem defined
by (3), i.e., let the integer vector z = [L x| be the chro-
mosome, and f(z) = —SONR(L;x;s) is chosen as the fit-
ness function. Recall the problem formulated as (3), let
f(z) = +oo for the chromosome z not fulfils the constraints
that L, <L-C,,n=1,...,N, therefore, these constraints have
the effect on the GA-aided problem solution. Through the
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Figure 3: The structure of PRACH detector.

evolution generation by generation, once the fitness function
reaches —SQONRy, the solution < L,X > is obtained. The
GA-aided problem solution has the same time complexity as
exhaustive search in worst case, nevertheless, GA can always
converge quite fast in practice [13].

The GA-aided parameter pairs selection does not require
too much efforts of designer, because Matlab already has pro-
vided us two useful tools. The first one is the quantization
function quantize, which can quantize floating-point signals
to the format [L,I], see the help document of Matlab. The
second tool is gatool that directly performs the GA to solve
the optimization problem. Therefore, we argue that the pro-
posed fixed-point design method is definitely convenient for
practical applications.

4. FIXED-POINT DESIGN OF PRACH DETECTOR
OF E-UTRA

In this section, the GA based fixed-point bus-usage design is
presented. Through this study, we aim to provide a feasible
software implementation scheme of the E-UTRA PRACH
detector on picoArray which is a multi-core fixed-point DSP
[16]. To realize the E-UTRA systems, one of the challenges
is the extreme high data throughput that is required upon the
hardware. Assume L = 16 is predetermined for all the bus
uses to simplify the computation within process core, since
the processing core of picoArray has 16bits processing arith-
metic. Hence in this design case, z = [x] recall from Section
3.2.

4.1 PRACH Detector of E-UTRA

Based on the definition of baseband signal generation in [14],
the transmitted signal model of physical random access chan-
nel (PRACH) in E-UTRA system can be expressed as

KS—1
s(p) =Y. y(m)e*™P/KS — KS-idft(y(m),KS),  (4)
m=0

where

y(m) = { y(m—mo), mo<m<my+Nzc (5)

0, others

where my = ¢ + K (ko+ 1/2) and ko as well as the parameters
Nzc, @, K and S are determined by the system configuration
and their valid values are specified in [14], moreover,
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Figure 4: GA procedure of selecting the bus-usage parame-
ter vector Z.

Nzc—l i
(k)= Y xuy(n)e PPN = dft(x,,(n),Nzc),  (6)
n=0

where x,,(n) is a cyclic shifted Zadoff-Chu sequence and
drived from the uth root Zadoff-Chu sequence which is de-
fined as x,(n) = exp(— jmun(n+1)/Nzc), 1 <n < Nzc. And
the details of PRACH signal generation can be found in [14].
Note that dft(x, N) and idft(x, N) denote the N-points discrete
fourier transform (DFT) and inverse discrete fourier trans-
form (IDFT) computations of x. In sequel, we focus on the
PRACH detector of FDD system where Nzc = 839.

Given the system model of PRACH, we design the de-
tector as shown in Figure 3, in which each rectangle block
denotes the computation realized in one DSP processor or
hardware accelerator without using the bus and the data
passing through the bus ‘A’, ‘B’,...,F’ are expressed as Sy,
SB,...SF. Sy are the received data and Sg are the local PRACH
data with Zadoff-Chu. Since the Zadoff-Chu sequence and
its DFT output are constant amplitude zero autocorrelation
(CAZAC) [15], the data Sg and Sr have the constant ampli-
tude, i.e., 1 of Sg and \/Nyz¢ of Sg, this feature will in favor
of the fixed-point design. In this design, KS-points DFT, 1024
IFFT and 839-points DFT are assumed to be implemented in
the DSP processing core or hardware accelerator without us-
ing the bus, a lot of literatures have presented the methods
to implement them [11], and also the hardware accelerators
of them have been available in many DSP platforms, e.g.,
picoArray [16].

4.2 Fixed-Point Bus-Usage Design of PRACH Detector

Consequently, we need to select all the proper bus-usage pa-
rameter pairs of the data from S4 to Sg for the PRACH de-
tector. Given the assumption that L = 16 for all the bus uses
in this case, we only need to choose the parameter vector x =
[Xa,XB,...,xF| in which every x4 € IN,xz € N, ... is the bus-
usage parameter x corresponding to the data S4,Sp,... as
presented in Figure 3. Note that, the data Sg and Sr are con-
stant amplitude, therefore, their parameter pairs can be deter-
mined without any further analysis, as xg = 1 and xp = 5. In
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Figure 5: Performance comparisons in AWGN channel.
5/10MHZ denotes the system bandwidth.

the following, the vector z = [z1,22,23,24] = [Xa,XB,XC,XD]
represents the bus-usage parameter vector.

In the case of PRACH detector, the transmitted signals
are generated from a set of basic sequences [14], which has
not so larger size, we can enumerate all the possible trans-
mitted signals in the simulation. Consider the above GA
procedure, SONR is measured in average manner that means
the average signal power and the average quantization noise
power of one detection are used.

5. NUMERICAL RESULTS

In this section, numerical results of fixed-point E-UTRA
PRACH detector design are presented. The fixed-point bus-
usage design is performed with the help of Matlab which pro-
vides the GUI version of gatool, therefore allows us to utilize
the gatool in a visible way, which eventually reduces the de-
sign efforts and time. When using the garool, we set the pop-
ulation size to 20 and stop the GA after run for N, = 100 gen-
erations. The population type is set to double vector, there-
fore, we use the fitness function in the form of f(z), where
z = floor(y) is the function that rounds each element of the
double vector y towards minus infinity to form an integer
vector z that denotes the input variables vector of the GA.
During the GA simulation to select the proper bus-usage
parameter vector z, since we only care about the quantizing
noise, the power of the received signal is set to 1/16384 (W),
no outside noise is assumed to be included (but the noise ef-
fect will be verified in the following SNR simulations). Fig-
ure 4 demonstrate the GA procedure to select the bus-usage
parameter vector z. In the figure, the top subfigure shows
that the firness values of all the individuals improve as the
evolution going on, i.e., the fitness value of the detector is
—51.766 that means the final SONR can reach 51.766 dB
through the design; meanwhile the bottom subfigure shows
the best fit individual which corresponds to the best bus-
usage parameter vector to have the minimum SQONR, i.e.,
the variable 1, 2, 3 and 4 of the best individual in Figure 4
corresponds to yi, y2, ¥3 and ys. Since that[y;,ys,y3,v4] =
[6.26,—0.54,0.54,2.36], we can get the selected parameters
for fixed-point PRACH detector according to the relation that

1010



False alarm probability is less than 0.1%
= T T T T

& - floating, ITU Indoor

+ -+ floating, ITU Indoor
floating, ITU Vehicle

107° A -+ floating, ITU Vehicle

—&— fixed picoArray, ITU Indoor

—+— fixed picoArray, ITU Indoor

fixed picoArray, ITU Vehicle

—&— fixed picoArray, ITU Vehicle

Probabilty of missed detection
>

25 24 23 22 21 20 -19 -18 17 -16
SNR (dB)

Figure 6: Performance comparisons in fading channel cases.

z = floor(y), which are [z1,22,23,24] = [6, —1,0,2]. Then re-
call the pre-determined parameters [xg,xr| = [1,3], we suc-
cessfully achieve the design.

The speedup brought by GA is a factor of 33 compared
to the exhaustive search for the solution of design problem
(note speedup is computed from the numbers of searched z
candidates in above two search methods.). Based on the pro-
posed fixed-point design of PRACH detector, we are able to
realize it on the software platform of picoArray [16] thatis a
fixed-point DSP with multiple processing cores.

The performance comparisons in AWGN channel are
shown as Figure 5, in which SNR is the signal-to-noise ra-
tio of received signal and the floating-point performance is
presented for the purpose of comparison. And the power of
the received signal is still 1/16384 (W). And the fixed-point
performance includes both the algorithms simulated in Mat-
lab and picoArray’s software platform. Furthermore, the per-
formance comparisons in fading channel cases are illustrated
in Figure 6. We can find in above two SNR simulations the
fixed-point bus-usage design causes little performance loss
that is not larger than 0.1dB. Therefore, the design is accept-
able under the constraint of bus bandwidth.

Through further simulation, if 0.1dB is the maximum al-
lowed performance loss caused by the fixed-point design, we
find the dynamic range of the received signal power is 41dB,
i.e., the power can vary from 6.21 x 10~7 (W) to 7.80 x 103
(W).

6. CONCLUSION

This paper addresses the problem of fixed-point bus-usage in
the DSP environment with limited bus bandwidth. Our so-
lution is adopting the genetic algorithm to handle the corre-
sponding problem of constrainted optimization. Since Mat-
lab has already provided us the tools of quantization and GA,
the proposed design methodology is definitely convenient for
practical applications. The fixed-point bus-usage design of
PRACH detector under the aforementioned constraint in DSP
environment is presented.
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