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ABSTRACT 
The paper introduces a novel method of robust identification 
of complex plants and prediction of bench mark time series. 
It is assumed that training samples used contain strong out-
liers and the cost function chosen in the proposed model is a 
robust norm called Wilcoxon norm. The weights of the mod-
els are updated using population based PSO technique 
which progressively reduces the robust norm. To demon-
strate the robust performance of the proposed technique 
standard identification and prediction problems are simu-
lated and the results are compared with those obtained by 
conventional MSE norm based minimization method. A sig-
nificant improvement in performance is observed in all 
cases.  

1. INTRODUCTION 

Identification of complex nonlinear plants finds many appli-
cations in control, power system, instrumentation and tele-
communication [1]. Accurate and fast identification of such 
real time nonlinear processes is still a difficult problem. Fur-
ther, building of proper models of a plant become challeng-
ing both for prediction and identification when outliers are 
present in the training sample. Under such adverse condi-
tions the training of models becomes ineffective when con-
ventional mean square error based on least mean square 
(LMS) or recursive least square (RLS) [2] type algorithms 
are used for training. Similarly robust time series prediction 
is important in many forecasting applications.  
Various evolutionary computing tools such as genetic algo-
rithm (GA) [3], particle swarm optimization (PSO) [4], bac-
terial foraging optimization (BFO) [5] and ant colony opti-
mization (ACO) [6] have been reported and applied for op-
timization and identification tasks. In case of the derivative 
free algorithms conventionally the mean square error (MSE) 
is used as the fitness or cost function. Use of MSE as cost 
function leads to improper training of adaptive models when 
outliers are present in the training samples. Therefore there 
is a need for robust identification of complex plants in pres-
ence of strong outliers. It is known in statistics that linear 
regressors developed using Wilcoxon norm (W-norm) [7] 
are robust against outliers. Using such norm new robust ma-
chines have recently been reported for approximation of 
nonlinear functions [8]. In the present investigation we de-
velop a new method of robust identification and prediction 

of complex time series by minimizing the W-norm of errors 
of model using a derivative free PSO technique. The identi-
fication and prediction performance of the new method is 
evaluated through simulation study and is compared with 
the results obtained from corresponding error square norm 
based PSO technique. 
Section 2 deals with the basic principle of system identifica-
tion and time series prediction where as the fundamental of 
particle swarm optimization is dealt in Section 3. Section 4 
proposes the development of robust identification and predic-
tion models using minimization of W-norm by PSO. Exhaus-
tive simulation study for identification and prediction of 
benchmark problems using two different norms is carried out 
and the results are presented in Section 5. Finally concluding 
remarks are included in Section 6. 

2. ADAPTIVE SYSTEM IDENTIFICATION AND 
PREDICTION USING ROBUST NORM  

The block diagram of an adaptive system identification 
scheme is shown in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Adaptive system identification model using W-norm and PSO algo-
rithm 

 
At any time instant  represent the 
input, output of the plant and estimated output of the model 
respectively. The difference of these two output produces an 
error, The output  is obtained by combining the 
system output and 
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Conventionally the MSE is employed as the cost function in 
deriving various iterative learning rules. It is observed that 
the learning rules exhibit poor training performance when 
strong outliers are present in the training samples. The W-
norm of errors of the model has proven to be a robust norm 
and the resulting model is expected to be robust to outliers 
during training. In this paper recursive minimization of this 
norm by PSO is chosen to obtain an improved and robust 
identification model.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Robust adaptive predictor using W-norm based PSO algorithm 
 
Fig. 2 shows a robust adaptive predictor using PSO based 
training algorithm. The adaptive model employs the past 
samples, of the times series and forecasts its fu-
ture samples . It computes the robust W-norm of the 
error vector and progressively minimizes the same by updat-
ing its weights using PSO. The desired signal is generated by 
adding outliers at 10% to 50% random locations. The process 
of time series prediction consists of pre-processing of the 
data, selection of model to be used, parameter estimation of 
the model using training data and validation of the model 
using past data.  
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3. FUNDAMENTALS OF PARTICLE SWARM 
OPTIMIZATION 

Particle swarm optimization (PSO) introduced by Eberhart 
and Kennedy is a population based optimization algorithm 
like the Genetic algorithm (GA). It has already been applied 
successfully to function optimization, image analysis, data 
clustering and structure optimization [9]. It imitates the “fly-
ing nature” of n-dimensional swarm (population) of particles 
(birds) – each of which provides a possible solution to the 
optimization problem - through a problem space, in search of 
a single optimum or multiple optima. The flying behavior 
can be mimicked as follows: 
       The swarms initially have a population of random solu-
tions. Each potential solution, called a particle, is given a 
random velocity and is flown through the search space. The 
particles have reminiscence and each particle keeps tracks of 
the previous best position, called pbest and the corresponding 
fitness function is evaluated and stored. Again gbest denotes 
the position of the particle having highest fitness value for 
the current iteration. All the particles always tend to move in 

the direction of their pbest and gbest. The velocity and posi-
tion of th particle is changed according to (1) and (2)     
respectively so that the cost function defined in (8) is mini-
mized progressively.  
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where  and represent the velocity and position  

of the i th particle corresponding to th dimension respec-
tively and rand  is a uniform random number in the range 
[0,1].   and  are the th

)(dVi )(dX i

d

)(dPg )(dPi d  dimensional posi-

tions of the gbest and pbest respectively. are con-
stants whose values are suitably chosen to achieve the best 
possible solution. The entire process is repeated for some 
fixed number of iterations until the global optimum is 
reached. At this stage gbest provides the desired solution.  
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4. NEW IDENTIFICATION AND PREDICTION 
MODELS USING WILCOXON NORM 

MINIMIZATION BY PSO 

The Wilcoxon norm, a robust cost function is used for the 
development of identification and prediction models. The 
PSO is employed to iteratively minimize this norm of the 
errors of the model and hence the resulting model is expected 
to be robust.  
 
Robust Cost Function (Wilcoxon Norm) [6, 7]  
 
A score function is first defined as an increasing function 
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where  is a fixed positive integer.  l
From (4) it may be observed that 
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dered values of , lvvv ......,,........., 21

)]1/([)( += liia φ . In statistics different types of score 
functions have been dealt but the commonly used one is 
given by )5.0(12)( −= uuφ . The weight-updates of 
the models of Figs. 1 and 2 are carried out by minimizing 
the cost function of the errors defined in (6) using PSO al-
gorithm. Subsequent steps involved are detailed as follows  
Let the error vector of th particle at th generation due 
to application of input samples to the model be repre-
sented as . The 
errors are then arranged in an increasing manner from 
which the rank of each n th error term is ob-
tained. The score associated with each rank of the error 
term is evaluated as  

p k
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where  denotes the rank associated with each 
error term. At th generation of each 

)1( Ni ≤≤
k p th particle the 

Wilcoxon norm is then calculated as  
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The learning strategy using PSO continues until the cost 
function in (8) decreases to the possible minimum value. At 
this stage the training is discontinued and the corresponding 
global best weight vector represents the optimal weights of 
these models.  
 

5. SIMULATION STUDY 

Simulation study is carried out to assess the prediction of 
standard time series and identification of some benchmark 
plants. The outliers are random values within some prede-
fined range and are added at random locations (10% to 50%) 
of the training samples. The desired signal is obtained by 
adding outliers. The MSE and W-norm are used as the cost 
functions of scheme-1 and scheme-2 respectively. The per-
formance of the proposed scheme is obtained from simula-
tion study and compared with those obtained by scheme-1        
(MSE-norm). In each example the number of population = 
30,  1.042 and linearly decreasing   from 0.9 
to 0.4 are taken. These optimized values provide best per-
formance in all cases.  
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Example 1 : Prediction of Mackey Glass series  

The Mackey-Glass Series (MGS) is a standard benchmark 
system used for prediction purpose. This is a chaotic time 
series generated by solving the time-delay differential equa-
tion 
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This MGS is periodic for 17<τ  and is non-periodic oth-
erwise. Initial values are taken as random values. The differ-
ential equation is solved using Euler’s method. A set of 1100 
samples is generated with b = 0.9, a = 0.2 and 30=τ . The 
first 100 samples is discarded due to its random nature. Out 
of the remaining 1000 samples, 800 samples are used as 
training data and the rest 200 as test samples.  
 The model of the system is represented as 

})1((),......,2(),(),({)( τττ −−−−=+ Ntxtxtxtxfptx (10) 

where 4=p and 4=N . In this example four sample 
ahead prediction of the MGS is made. Thus 4=p  and 

4=N  are used.  

The training data set is corrupted by adding random values 
from a uniform distribution  of [−15, 15] to the uncorrupted 
data set. Simulation is carried out in presence of 10% to 50% 
of outliers in the training signal. The response matching ob-
tained from the simulation is shown in Figs. 3(a) and (b) for 
50% outliers. From these figures it is observed that scheme-2 
based model makes significant better forecast in presence of 
50% outliers in the training signal where as the scheme-1 
based model fails to correctly predict future values.  
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(a) Using Scheme-2 (W-norm) learning with 50% outliers 
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(b) Using Scheme-1(MSE-norm) learning with 50% outliers 

Fig. 3 Output response matching of Example 1 
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Example 2 : Forecasting of Sunspot time series 
The series consists of 288 data points of yearly averages of 
sunspots starting from the year 1700 to the year 1987. The 
sunspots problem is a typical time series prediction problem, 
in which the task is to predict the sunspots number for the 
following year.  In this example four sample ahead prediction 
of the sunspot is made. Out of the 288 data points first 225 
data is used for training and rest 63 data used for testing pur-
pose. The training data set is corrupted by adding random 
values from a uniform distribution defined between [−15, 15] 
to the uncorrupted data. Simulation is carried out in presence 
of 10% to 50% of outliers in the training signal. The response 
matching of the system with 40% outliers is given in Figs. 
4(a) and (b). The forecasting performance of scheme-1 is 
severely degraded at 40% outliers. It is clearly observed that 
scheme-2 model provides superior prediction in comparison 
to the scheme-1 based model particularly in presence of out-
liers.  
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(a) Using Scheme-2 (W-norm) learning  with 40% outliers 
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(b) Using Scheme-1 (MSE-norm) learning with 40% outliers 

 
 

Fig. 4 Output response matching of Example 2 
 

Example 3 : Identification of Box-Jenkin’s System  
The 296 input-output samples are generated with a sampling 
period of 9s. The gas combustion process has one variable, 
gas flow, ,  and one output variable , the concentration 

of , . The output  is influenced by four past 
output samples 

)(kx

2CO )(ky )(ky
)3(),2(),1( −−− kykyky and 

)1( −kx .Uniformly distributed random values between [−3, 
3] is added at 10% to 50% random locations of the desired 
samples. Figs. 5 (a) and (b) display the actual and estimated 
output values obtained by using scheme-2 and scheme-1 
methods of training respectively. It is evident from these fig-
ures that scheme-2 provides better identification performance 
in presence of strong outliers in the training signal in com-
parison to scheme-1 based method.  
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(a) Using Scheme-2 (W-norm) learning with 50% outliers 
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(b) Using Scheme-1 (MSE-norm) learning with 50% Outliers 
 

              Fig. 5 Output response matching of Example 3 
 
Example 4 : Identification of SISO dynamic system [10 ] 
The plant in this case is described by the difference equation  

)]1(),(),2(),1(),([)1( −−−=+ kxkxkykykyfky     (11) 
where the unknown nonlinear function is given by f
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The series-parallel model used for identification of this plant 
is given as 

)]1(),(),2(),1(),([)1(ˆ −−−Ν=+ kxkxkykykyky  (13) 
In case of scheme-1 and scheme-2 the basic model is a 
functional link artificial neural network (FLANN) [11] 
structure. Its input and output are expanded to six and nine 
terms respectively using trigonometric expansion. An uni-
formly distributed random signal in the interval [-1, 1] is 
used as input. The outliers are uniformly distributed random 
values within the range of -1 to +1 and are added at random 
locations (10% to 50%) of the training samples. During the 
testing phase, the effectiveness of the proposed models are 
evaluated by using the test signal  
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Figs. 6(a)-(b) show the comparative performance of the out-
put response of two models. The simulation results indicate 
that the identification performance is better in the proposed 
model than the MSE-norm based model.   
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(a) Using Scheme-2 (W-norm) learning with 40% outliers 

6 CONCLUSION 

The adaptive identification and prediction tasks have been 
formulated as optimization problems. Instead of using con-
ventional MSE as fitness function, robust W-norm of errors 
is chosen for minimization using PSO technique. Robust 
prediction of Mackey Glass and Sunspot time series when 
strong outliers are present in training set is carried out 
through simulation. Similarly a PSO based method for ro-
bust identification of standard plants is also suggested by 
way of minimizing W-norm. The proposed techniques is 
robust because it provides excellent prediction and identifi-
cation performance of complex plants even when the train-
ing signal of the model contains up to 50% of outliers. The 
introduction of the new cost function in the model and PSO 
based minimization of these cost function has contributed 

to robust and improved performance compared to those 
obtained from standard squared error norm based model.  
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(b)Using Scheme-1 (MSE-norm)learning with 40% outliers 

 

Fig. 6 Comparison of response of the dynamic plant of Example 4 
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