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ABSTRACT
In this paper, the adaptive modulation for the Gafized

MultiCarrier (GMC) transmission is described, showing

that non-orthogonality of the subcarriers affecte tcom-
plexity of the adaptive techniques and the systerfoin-

ance. The mathematical derivation for the GMC clenn

capacity is presented. Since the straightforwantnida is
impractical from the implementation point of viahe effi-
cient modifications of the Hughes-Hartogs algorittare
discussed. Simulation results are also included.

1 INTRODUCTION

Adaptive techniques are being applied in wirelesamuni-
cations to improve the broadly-understood efficiend a
telecommunication system. They serve better utitimaof
available resources (time, frequency or power) avigiiar-
anteeing the Quality-of-Service. Some of these rtiegtes
are successively applied in wireless systems, tdydprid

Automatic Repeat-Request (HARQ) in HSDPA or Adagptiv
Modulation and Coding (AMC) in IEEE 802.11 standard

WIMAX, or TETRAZ2.

Adaptive modulation for frequency-selective chaanel
originally proposed for and applied in Orthogonake+

qguency Division Multiplexing (OFDM) systems, basas
the optimal assignment of a number of bits to bhadmitted
at distinct subcarriers given the instantaneousirelachar-
acteristic and the total transmit power constrditis opti-

mal bit assignment should maximize the channel dgpa

The solution of this classical constraint-optimiaatprob-
lem for independent subbands defined within a gifren
guency band (e.g. for the OFDM subcarriers) carfobad
in many books on the information theory, e.g. ih [1
Within this paper, we take the so-called Generdlikhulti-
Carrier (GMC) transmission into account (descrilred?2]
in detail), and consider adaptive bit and powediog for
the GMC channel capacity maximization. It can bewsh
that GMC transmission is very effective with respéo
spectral efficiency since it does not require thelic prefix
(necessary in case of the OFDM), can be easily
rametrized, and displays flexibility, which makésuitable
for the application in multi-standard transceivi?g As it
will be shown in Section Il, our GMC transmissi@nbiased
on non-orthogonal subcarriers and filtered subbsigdals,
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what results in overlapping of these signals bottime and
in the frequency domain. In face of such overlagpamd
mutual dependence of baseband filtered and norgotizd
signals the classical solution for bit and poweading pre-
sented in the literature for OFDM is no longer ampiate
for our GMC system.

The reminder of the paper is organized as folldviist, the
basics of the GMC system are presented in Sectiorhé
modifications of the well knownvater-filling principle [1]
for application in two-dimensional (time-frequenogpre-
sented) signals are described in Section Ill. IctiSe 1V the
idea of bit-and-power loading for GMC is presented,
whereas the adjustment of the Hughes-Hartogs éhgorfor
GMC systems is explained in Section V. The simarati
results are given in Section VI and the work isatoded in
Section VII.

2. THE GENERALIZED MULTICARRIER SIGNAL

Our GMC representation of signals is based on thboG
signal expansion using the non-orthogonal basistioms
[3], [4]. The basis functiong) n(t)= g(t-IT)exp(2jmFt) in
our case are constructed from the so-called syisthvag-
dow g(t) equally shifted byT in time andmF in frequency,
wherel andm are the indices of the time-domain and fre-
guency-domain intervals respectivelyjs the time-distance
between consecutive shifted versionsg@), andF is the
distance between adjacent subcarriers in the frexyudo-
main. The transmit signal can be represented as:

S(t) = IZ: C,m O ,m(t) '

where ¢, are the so-called the Gabor coefficients, which
represent the transmit sigréf) on the TF plane and can be
obtained using the Gabor transform of the transigital and
the so-called analysis windoxft) [2].

The discrete representation of (1) can be writeen a

M= 3¢ mom.

|=—co m=—co

1)

pavhere
9,.m(M) = g(n=IN)exp(j27mn/ M)
is the discrete form of the synthesis window sHifte time
by IT (note thatT = N, whereT; is the sampling interval,
andN is the distance between neighboring(n) windows in
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samples) and in frequency by, 0<m<M-1, andM is the

andP(f,t)=0 otherwise. The 2vater-surface Wwe use the

total number of subcarriers. The Time-Frequency ) (TFphrasewater-surfaceinstead ofwater-line to distinguish

shifted versions of the synthesis windgm), i.e. g n(n) are

between one- and two-dimensional scenario; howewer,

called the Gabor atomssince they represent elementaryboth cases the phrasater-levelcan be used) can be com-

pulses, which are used by the information-carrydaa

symbolsc,. The transformation from the two-dimensional

(2D) TF domain signal representation to the timeado and
backwards is possible only when the analysis amthegis
windows are biorthogonal [3]. Any signal can beresgnted
in the way of GMC representation by choosing theraypri-

puted using the power constraint, what results in:
WBTg =P+| | —G(f't)z dfdt.
BTy |H(f ,t)|

Let us now consider, how this 2D water-filling priple
relates to our GMC signal and the channel modelmgs-

ate synthesis window shape, lenbjh, the distance between tioned above, the subsequent atoms of the GMC Isigma
consecutive atomi (in samples) and number of subcarriersoverlap the neighboring atoms both in time andégdiency

M [2]. For example, when the window shape is seletdduk
rectangularN andNy are equal toM, ands(n) represents the
OFDM signal (before adding the cyclic-prefix).

Let us stress again the differences between OFDMzVC
transmission. In the case of non-orthogonal mouuiathe
spectral efficiency can be higher due to the pddb of
decreasing of adjacent subcarriers spacing andrdisg of
the cyclic prefix. Moreover, GMC signal can be veasily
parametrized, what makes it suitable for next ggiuer,
software defined transceivers, as well as for dppdstic
radio [5]. On the other side, the lack of orthodity&auses
that typical algorithms (suitable for OFDM) canrm ap-
plied in GMC case, since the information-bearints@s! suf-
fers from self-interference. This phenomena habetaon-
sidered in the transmitter as well, e.g. when ttaptve
techniques are applied, because by assigning somend of
power to some pulse affects significantly the neaying
pulses, degrading the overall channel qualitynesttd ear-
lier for these TF instants (TF pulses).

3. TIME-FREQUENCY POWER LOADING IN THE
GMC TRANSMITTER

In case of the TF representation of signals thélpro of
adaptive power loading (PL) becomes two-dimensidpet
us notice, that we assume the perfect knowledgé¢hef
channel gains or, if these values change withinfthme,
that an appropriate channel prediction has beeliedppVe
start with dividing the channel frequency bdbéhto infini-

tesimal subbanddf in such a way, that the channel charac

teristic could be considered flat in frequency @mdariable

in the time instant. The channel capacity can be calculate

using the Shannon formula (based on the derivatiofig):

1 P(F,HH(F,H
c=[ [ =log1+—A0 \ywge . (2
i fL Tg Og[ * G(f,t) J @

whereG(f,t), H(f,t) denote the noise power spectral density 9im

and the channel characteristic respectively atithe instant

t, P(f.t) denotes the power assigned to the signal lochhte
the frequencyf and the time instartt andTs is the frame

time duration. As a result of the maximization®fising the

Lagrange multipliers, the functid?(f,t) that maximizes for-
mula (2) has the following form:

p(f,t) =w -2

o S0y
H(f, 0]

H(f.b)7

domain. Thus, any change of the power assignedn&® o
atom has its repercussions on the power of thehbering
atoms. This can be understood as TF self-interferemo
include the window shape and overlapping phenonieoa
the calculation of the optimal power allocatiort, s repre-
sent the transmit signal power as a function of pbever
assigned to the time and frequency-shifted syrghesidow
g.m(t) and the power assigned to all respective datdeisn
am. Let’'s compute the TF distribution of the transeignal:
L=IM -

S(f ’t) = Z lCI ,mSTFT(gI,m(t))

1=0m=0

where STFT)I denotes the Short Time Fourier Transform
[6], [7] used for our TF analysis. One can obsetkiat the
TF representation of the sigreft) is equivalent to the sum
of weighted TF representations of the original bgsts
window g(t). Now, the power distribution of the sigrsit)

on the TF plane can be calculated in the followiray:

P(f.1)= Eﬂs(f ,t)|2} = Eﬂghngq ,mSTF-|(9| ,m(t)f}

or in equivalent form,

P(f,t)= le_;M_:Eﬂcl,mr]Eﬂrl,m(f ,t)|2},

=0 m=

©)

whereE([) is the expected value, afidn(f,t) is the STFT of
g.m(t). The above relation shows, that based on the-inde
pendency of the user datan the power distribution on TF
plane can be computed as the weighted sum of therep

grams of the synthesis windoggt), shifted in time and in

Jrequency. Moreover, the formula (3) can be reemitas:

L-1M-1
P(f,t)=Y zopqvm P, (1)

1=0 m=

where R is the power of the data symbolm and
(f ,t) is the power TF density of the synthesis window

functiong(t) shifted to thel( m) location in the TF plane.
Let us consider the discrete representatiogtdf In such a

case, the signal power densiﬁ’élym(f,t) :P9|,m(k’ n) for

t=IT + nTs andf=mF+ kFs, whereT and F are the dis-
tances between adjacent atoms in time and in freayj@and
Ts andFs are the sample intervals in time and frequency re-
flecting the resolution on our TF plane. Thus, assg that
Gim(k,n) and Him(k,n) denoteG(f,t) and H(f,t) respectively
for t=IT + nTs andf = mF + kFs our 2D water-filling princi-
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ple for discrete signals is as in (4). Let us g the rela-
tion (4) over both time and frequency domain witiire

rectangular area of TF grid.
L-1M-1

2 2 P L g(l -1),(m'- m)(k n)
I'=0m'=
_ Gl,m(k,n)2 W Gl,m(k,n)z, @
= |H|Ym(k,n1 |H|‘m(k,n)|
0 otherwise

Such rectangular areas are edged with each othérthair
centers are the locations of the atamgt). This integration
of discrete values is naturally equivalent to suiwnafor

TF indicesk=0,...,K-1anch=0,...,N- 1. Thus,

G
L-1 M-1 for W > I,m2
. Z I:’Cr,m' Pg(l'—l),(m'—m) = |HI m| |H|,m|
I'=0 m'=0

0 otherwise
1 K=1N-1

wherePy .y (m-m) = N kz Py, (m- m)( n) and

Gim = Gim(k,n), as well adHim= H|m(k,n) for any values ok

and n within the abovementioned range, because we con-

sider these values invariant within an atom reaidargarea
in the TF grid. Thus, we obtain the close-form fatanfor
PL in the GMC transmitter as follows:

G m+|H| m| PQ mP9(| -1),(m'-m)
_ _ m',| 0D
m P 2
900 P90,0|H|,m|
-2
for W>|G ,+ |H|m| Pats s Pty mim |H,m|
|) D
and P . =OotherW|se. In (5), the seD is defined as:

D={(m,I)0Z°00<I'<L-100<m'<M -101'#1 Om'# m}
The formula (5) shows, that the optimal power atamn to
a particular atom representing tbe data symbol depends
on the power allocated to all other atoms. To fmgbint
solution to this problem we need to solve a sdtMfequa-

tions with LM unknown variables, namely the powers allo-
cated toLM atoms. Equation (5) can be rewritten in the ma-
trix form:P,P, =X, where the matrices are defined as

={Pgyymm}+ Po={Py,} 7 and X ={X| o} ". The

elements oiX are de-fined asX| , =W -G ,OJH| |72

M-1L-1
WIML=P+ 3 ¥ G,m‘H|m‘
m=0 1=0

4. BIT AND POWER LOADINGINTHE GMC
TRANSMITTER

As we have seen, the problem of power loading inGGM
environment is already very complex. For the bid-apwer
loading (BPL) purpose, the function from (2) hadéocom-
plemented by the: parameter § =-15/In(5[Py,) for the
QAM order higher than 2 and 0<SNR<30 dB, whergis
the Bit-Error Probability (BEP) [1].):

2

]dtdf .

C:J,; TI%IOQ{HaEF>(f,t)|H(f,t)|

G(f,1)
Maximization of C as our objective function using the La-
grange multipliers results in the following solutifor PL:

Gm+‘H|" > P

(m' 10D g“ D
Fon =5~ ®)
G m 2 )
Pgo,o a‘Hl,m‘ Pgo,o
Gl m |H| m| | IZIDPClI'm' Pg(l'—l),(m'—m)
for (') <W @)
[Hinl
and PCI o =0 otherwise. The above formulas show that in

the case of the GMC-based transmission with a quéati
BEP requirement, one has to consider distortiori¢livbon-
tains the noise and the interference originatimmfrthe
neighboring atoms (self-interference). The watefese
valueW has to be calculated from the power constraints as
in the power loading approach. However, integratiogh
sides of (6) over time and frequency leads to tiewing
relation:

WIMIL=
2
Gm+t@-a)H P, P
_ M-1L-1 |'m ( )| I'm| (m',I')DD cl',m' g(l'—l),(m‘—m) .
=P+ Z z 2
m=01=0 0|H| m|

One can observe, that now, the water-suri&cgepends on
the power IeveIS3 - assigned to the data symbols:. In

such a situation, these power values have to hmiletéd
jointly with the water-surfacealueW, i.e. the set oEM+1
equations has to be solved. Moreover, the inequedindi-

The solution of the proposed matrix equation wié b tions defined by (7) should be taken into accolihe set of

P, = P'l (X . The calculated power values cannot be nega

tive, and thus, apart from solving the set of elguat we
must solve the set of inequalities:

2
GI,m"'HI,m Z P P
W N | | m 190D Com 90-1),(m-m)
) >
90,0 900|H|m|

equatlons can be also represented in the matrin fas it
was in a case of PL for the GMC transmitter. Therites
defined for the PL problem have to be complemebiethe
elements concerning the water-surf&¢@arameter. In such
a case we may be able to solve the problem of jeater-
surface determination and optimal power allocatfénally,
once we determine the power allocation for a giBER, the
assignment of bits (limited to the permissible teltation

The parameteW has to be calculated from the initial condi- Size) to the respective TF atom locations can hree dac-

tion on the total power constraint:

cording to:
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Ml,m =1+0'D3q‘m|H|’m|2/G|’m .

5. MODIFICATION OF THE HUGHES-HARTOGS
ALGORITHM FOR THE GMC TRANSMITTER

The theoretical approach, presented in the prevdeasons,
requires solving of the large matrix equation wikaimprac-
tical from the real-time implementation point oéwi. More-
over, a set of inequalities has to be solved a$. Beme
practical algorithms of lower complexity for BPL yeaal-
ready been proposed for OFDM e.g. [8], [9]. On¢heim is
the Hughes-Hartogs (H-H) algorithm [10]. Its maufea
bases on the iterative increase of the numbensfssigned
to subcarriers (in the OFDM case). Additional biaissigned
to the subcarrier, for which the smallest amounpafer is
required to send one additional bit.

Below, the modification of the H-H algorithm forehr'F-
represented signals is shortly presented. Firstdeseribe
extension of the conventional algorithm to the Hpre-
sented signals, but we neglect the lack of orthalignof
subcarriers and overlapping of the atoms in bothedk
sions. This 2D H-H algorithm will serve us for foer per-
formance comparisons with the modified H-H algarith
which does take this overlapping and lack of ortmaity
into account. First, in the initialization phase icremental
matrix for each time and frequency location is defined
this matrix, the rows relate to possible numbersits per
symbol (constellation sizes), and the columns eetat all
possible atoms TF locations in a considered frarhe. ele-
ment in thebth row and km)th column (here the column
index relates to thd,(n) atom location in TF plane) of this
matrix denotes the amount of power required tostrahone
additional bit by the atom  g.m(t):

ARy 1,m) = Bo,0,m) — Po-10,m) » where B a.m) is the trans-
mit power needed at the atom locatigmy to transfeib bits
per symbol at a required BEP. Note, tlﬁg,t(hm) =0.

In a simplified case, when overlapping of the Gaddoms is
neglected, the power at thegnf) atom location:

G| m:- (8)
2 )
0’|H|’m|
In case of the GMC system with overlapping atoms:
M n-1
L.m G'|’m! (9)

M| -1
P(f =mF,t=IN)=P, =—1"

P(f =mM,t=IN+n) =R, | g m(n)P=

2
0" H| ’m‘
where
, 2
G I,m:GI,m +‘H|,m‘ Z PC|v'mv Pg(|-_|)’(m-_m) . (10)
(m',INOD

From (9) and (10) we obtain:

L-1M -1 M =1

z z Igl ',l ,m',mPC| 'm Pg(|-,|)'(m',m) = —2 Gl ,m» (11)
1'=0m'=0 a| H I.m
where [y mym=1 for I'=I and m=m and

Bt mm = —(M; m—1)/a otherwise. The solutions, &

for all values offt andm can be found by solving the set of
linear equations defined above for a giv ,,. Finally, the
values of R, | m) needed for the incremental-power matrix

equal: Po.g.m) = PCI,m

calculated based either on (8) or (11) dependingvbith
version of the H-H algorithm we want to apply (iepli-
fied or the exact one). After the initializationgse the main
loop of the algorithm is executed (see Tab. 1).

for b=|og(l\ﬁ|,m), while R, are

Tab.1. The modified Hughes-Hartogs algorithm

Initialization phase:

Fill in the incremental-power matrix and assignitstio each atom
Main loop:

1) Search the first
Result: column i’
Assign g more bitge.g. g=2 for QAMto atom I'm’,

Increment the total number of bitg &nd the total transmitted
powerPy:

row for the smallestAPy
2)

3)

Ng /2 )
Lp =Ly +d 0Pt = Rot +APym 0 X [goo(n)|
n=-Ng /2
Move all terms of column/in’ one place UpaR, . = AR, 4

If Pyt > P or Ly, > Ly assumedfinish, else go t@.

4)
5)

6. SIMULATION RESULTS

- Nn our simulations, the following parameters haweerb

adopted: the number of subcarriers M = 16, andtithe
frame length (in the intervals of T) L=32 (conseunflie TF
plane dimensions has been: 32 by 16). The trarzower
constraint has been L times the normalized powethef
signal in every time interval T. A fading channethw_s=12
paths of exponentially decaying power has beenctszle
and the Doppler frequency fD = 10-2 (in samplest&}. us
stress, that we have to assume the perfect knowlefithe
channel gains |HI,m|. If these values change withia
frame, we assume that an appropriate channel picditas
been applied. The assumed BEP: Prb = 10-3, anchéxé
mum considered number of bits per symbol: 10. Dhare
plary channel realisation is shown in Fig. 1.

I
=

I
| 0.2
2 I 02

|
=
[ I I
2 4 6 8 10 12 14 16

L
Fig. 1. Exemplary TF channel characteristic

Figs. 2 and 3 show the results obtained in the wésm the
original (but 2D) and modified H-H algorithms (debed in
the previous section) have been applied. In Figachjev-
able channel capacities versus SNR for the twcamtsiof
H-H algorithm described above.
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2 4 6 8 10 12 14 16

L
Fig. 2: Bit assignment using original 2D Hughesibigs algorithm.

2 4 6 8 10 12 14 16
Fig. 3. Bit assignment using H-H algorithm modiffed GMC transmission

3.5

T T T T T
—6— orig. Hughes-Hartogs, weak ovelapping

—6— Hughes-Hartogs alg. modif. for GMCR , weak ovelapping
—— orig. Hughes-Hartogs, strong ovelapping

—— Hughes-Hartogs alg. modif. for GMCR , strong ovelapping

Capacity

29 30

Fig. 4. Channel capacity vs. SNR obtained for nafyjand modified H-H
algorithm for two cases: strong and weak overlagpin

Two variants of atoms overlapping have been cormile
strong overlapping (wheNg is 2.1 times higher thaN) and
weak overlapping (whehlg = 1.2N) One can observe that
the in both cases the proposed modified algoritmsuess
better power usage than the original one. The igaéverage
capacity is significant in the whole range of assdmalues
of SNR. Such observation allows to conclude, thatpro-
posed modifications are important and by includthgm
into the Hughes-Hartogs algorithm the comparabktesy
capacity can be obtained as for the OFDM systerhsrewno

overlapping is assumed at the transmitter. As @equence,
the modifications makes possible to implement tthaptive
techniques into GMC systems.

7. CONCLOSIONS

We have shown that optimal bit and power loadingtfe
GMC signaling maximizing the channel capacity isoan-
plex problem. The TF representation of signals,léic& of
orthogonality between the subcarriers and overtappf
signals has to be taken into account in the coreidadap-
tive BPL technique. The mathematical analysis efghob-
lem leads to the new formula (6) for optimal pow#oca-
tion (and resulting bit allocation), which incorptes the
interference between the Gabor atoms. This fornuda
scribes a large set of equations and the same &mgef
inequalities, which have to be solved jointly tdab a vec-
tor of allocated power values. Moreover, for BPE tfalue
of the water surfackas to be calculated jointly with the
power levels. Apart from the theoretical formulggractical
method has been proposed which modifies the Hughes-
Hartogs algorithm for the GMC represented signalse
comparison of the effectiveness of the original enalified
Hughes-Hartogs algorithms allows to conclude, thatin-
clusion of the atoms-interference in the computatb the
power incremental matrix, leads to better spectisage.
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