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ABSTRACT 
This paper presents a novel frame fusion algorithm that aims 
at improving the side information in distributed video coding. 
Using a genetic algorithm, the proposed technique combines 
several interpolated frames, obtained by any existing meth-
ods, in a fusion based approach. Simulation results show a 
significant improvement in the side information quality, 
where the gain in PSNR exceeds 1dB most of the time, and 
can even reach 20 dB for some frames, compared to classical 
interpolation techniques available in the literature. 

1. INTRODUCTION 

In traditional video coding techniques   [1], encoding com-
plexity has been a major concern for the research commu-
nity during the last decade, especially for applications where 
power and memory resources are scarce at the encoder side, 
such as in wireless video sensor networks. In such applica-
tions, sufficient resources are usually available at the de-
coder. Recent studies based on the Slepian-Wolf  [2] and 
Wyner-Ziv   [3] theorems showed that, with distributed video 
coding (DVC) [4-9], it is possible to shift most of the com-
putation burden from the encoder to the decoder side. 
In practical DVC systems, a subset of frames, known as key 
frames, is usually intra-coded using a traditional video en-
coder. One or more frames following each key frame, 
known as Wyner-Ziv (WZ) frames, are then compressed by 
appropriate puncturing of the parity bits at the output of a 
channel encoder. At the receiver, side information (SI) is 
generated by interpolating previously decoded (key or WZ) 
frames [4-9]. 
The quality of the side information greatly affects the rate-
distortion (R-D) performance of the distributed video codec. 
On one hand, it is used as a first estimate of the transmitted 
WZ frame, at the decoder side. Therefore, improving the 
side information leads to a reduction of the bit rate necessary 
for the compression of the WZ frame. On the other hand, the 
SI is used for the reconstruction of the quantized symbols 
after source-channel decoding. As a result, improving the 
side information reduces the distortion at the decoder output. 
Several interpolation techniques for generating accurate side 
information have been presented in the literature. Aaron et 
al. first proposed average interpolation and motion-
compensated interpolation in   [4]. In   [5], Ascenso et al. pre-
sented an improved motion-compensated interpolation using 

spatial motion smoothing. In hash-based DVC [6-7], hash 
bits were used to improve the quality of the side informa-
tion. Edge-based and mesh-based interpolations were pro-
posed in  [10] and  [11], respectively. Multiple hypothesis 
techniques were developed in  [12] and  [13], where two dif-
ferent frames were used as side information for the decoding 
of a single WZ frame. Each of these methods outperforms 
some of the others in particular situations (e.g. background 
motion, moving objects, etc…).  
In this paper, we propose a novel technique for improving 
the side information in Wyner-Ziv video coding. Based on 
genetic algorithms (GA)  [14], our frame fusion algorithm 
relies on previously developed interpolation techniques and 
optimally searches for the best SI candidate in different re-
gions within a frame. In the literature, GAs have rarely been 
used in video applications. In  [15], a GA approach is pro-
posed in order to obtain an up-sampled image sequence 
from a low-resolution image sequence. Genetic motion 
search and block matching algorithms were proposed in  [16] 
and  [17], respectively. To our knowledge, GAs have not 
been used in DVC applications up to this date. 
This paper is organized as follows. In Section 2, a detailed 
description of the proposed algorithm is presented. Simula-
tion results are then discussed in Section 3. Finally, conclu-
sions are drawn in Section 4. 

2. DESCRIPTION OF THE GENETIC FRAME 
FUSION TECHNIQUE  

A genetic algorithm  [14] is an efficient searching and opti-
mization technique, based on the principles of evolution and 
natural genetics. In this study, different SI frames are first 
generated using previously developed interpolation tech-
niques. Actually, any SI generation technique can be consid-
ered as an input for our algorithm. The GA then combines 
two or more SI frames, in a fusion-based approach, in order 
to improve the side information generated at the decoder. 
In order to develop a GA, a genetic representation of the so-
lution domain and a fitness function that allows evaluating 
each possible solution need to be defined. Initially, for a 
given block in the WZ frame, each of the co-located blocks 
in the available SI frames represents a possible solution. A 
candidate solution is referred to as a chromosome which con-
sists of a sequence of genes. Therefore, a chromosome is 
defined as a sequence of pixels (genes) arranged in a matrix 
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to form a block. A population is a set of chromosomes in the 
solution space.  The similarity between a given chromosome 
and the corresponding block in the WZ frame represents its 
fitness. Since, in DVC, only key frames are available at the 
decoder, some information about the missing WZ frame 
needs to be transmitted to the decoder so that the fitness of a 
possible solution can be evaluated. For example, some statis-
tical information (e.g., mean, variance) about the WZ frame, 
or a binary edge image  [10], can be transmitted for this pur-
pose. As stated earlier, the encoding complexity is a main 
concern in DVC. Therefore, the computational burden re-
quired to construct this additional information should be 
minimized. Additionally, the transmission overhead required 
to deliver this information to the receiver should be negligi-
ble in order not to degrade the system’s R-D performance. In 
hash-based DVC [6-7], a subset of the WZ frame’s DCT co-
efficients is transmitted as a hash word to the decoder. The 
received hash bits can therefore be used for fitness evalua-
tion. In our proposed GA, a hash word is computed (at the 
decoder side) for every chromosome in the population. The 
fitness of a chromosome is then evaluated as F = 1 / D, 
where D is a distance measure, such as the mean absolute 
difference (MAD) or the mean square error (MSE), between 
the received WZ hash word and the one computed for the 
current chromosome. As a result, our genetic algorithm can 
be implemented in a hash-based Wyner-Ziv video codec 
without any complexity increase at the encoder side. 
The proposed GA can operate at the frame level or the block 
level. In this paper, we consider a block-level GA for it can 
better adapt to local image statistics. Therefore, each frame is 
first divided into a number of blocks. For each block, the 
algorithm consists of an iterative procedure represented by 
the flowchart diagram of Figure 1, where i represents the 
iteration number and Imax represents the maximum allowed  
number of iterations. As shown in the figure, the GA consists 
of the following steps: 
 
Step 1: Initialization 
 

An initial population is generated given several SI 
frames obtained from different interpolation techniques. 
In our system, the initial candidate frames to be fed to 
the GA are obtained by average interpolation (AVI)  [4], 
motion compensated interpolation (MCI) with symmet-
ric motion vectors  [4], and hash-based motion compen-
sated interpolation (HMCI)  [7]. In HMCI, the received 
hash word is used for block matching instead of the 
minimal distance measure (e.g. square error) used in 
MCI. The key frames involved in the interpolation proc-
ess are also considered as possible solutions. Therefore, 
the initial number of candidates, for each block of the 
current WZ frame, is five (the co-located block in each 
of the five candidate frames). The initialization of the 
GA consists of duplicating each candidate a number of 
times proportional to its fitness, until the desired popula-
tion size Sp is reached. This population then undergoes 
subsequent genetic operations. 

 
 

 

Fitness evaluation 

Selection 

Crossover 

Mutation 

SI = most fit 

YES

NO 

Initialization, 
i = 1 

i = i + 1

i < Imax 

Duplication 

END

 
 

Figure 1 – Flowchart diagram of the proposed genetic frame-fusion 
algorithm. 

 
Step 2: Crossover 
 

The chromosomes of the current population are ran-
domly shuffled and arranged into pairs. Each pair then 
produces a new pair of child chromosomes (called off-
springs). Offsprings are obtained by combining and ex-
changing genes between parent chromosomes. This 
process is illustrated in Fig.2. Given a pair of parent 
chromosomes (Fig.2-a and Fig.2-b), a crossover position 
is selected at random and each of the parents is divided 
into two regions. One offspring is then obtained by 
combining the first region of the second parent with the 
second region of the first parent (Fig.2-c). Similarly, an-
other offspring is obtained by combining the first region 
of the first parent with the second region of the second 
parent (Fig.2-d). 
The probability of a crossover to occur is controlled by a 
tunable parameter Pc. Therefore, for each pair of parent 
chromosomes, either a new pair is obtained (with a 
probability Pc), or parents remain unchanged (with a 
probability 1- Pc). 
 

Step 3: Mutation 
 

A random change is performed on a given chromosome. 
In our GA, a gene is first selected at random, and a bit in 
the selected pixel (gene) is then inverted. Mutation al-
lows the GA to extend its solution space and reduce the 
possibility of falling into local optima, and it usually oc-
curs with a very low probability Pm  [15]. 
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Figure 2 – Crossover example: given parent chromosomes (a) and 
(b), offsprings (c) and (d) are obtained after crossover. 

 
Step 4: Fitness evaluation 
 

In our GA, the MSE is used as a distance measure be-
tween the received WZ hash word and each of the hash 
words computed for all the chromosomes in the current 
population. The fitness function is evaluated for every 
chromosome as explained earlier. 
 

Step 5: Selection 
 

A number Sf ≤ Sp of chromosomes is selected, while  
Sp – Sf chromosomes are deleted to make room for new 
ones. Only the most fit chromosomes survive. Sf must be 
chosen not too close to Sp in order not to give a chance 
for the least fit chromosomes to duplicate, and not too 
small in order to allow for a variety of chromosomes to 
exchange genes and duplicate. 
 

Step 6: Duplication 
 

Each of the Sf remaining chromosomes is duplicated a 
number of times proportional to its fitness, until the 
population size Sp is reached. 

 
Steps 2 to 6 are then repeated until the maximum number of 
iterations is reached. Finally, the fittest chromosome is cho-
sen as the best candidate to be used as side information for 
decoding the co-located block in the WZ frame.  
The performance of the GA  is greatly affected by its differ-
ent parameters. It can be clearly seen that, by moving from 
one iteration to the next, possible solutions that have a 
greater fitness value have a greater chance to survive, 
whereas candidate solutions having the least fitness values 
are eliminated. Therefore, the fitness function is a major fac-
tor that influences the quality of the final SI. The number of 
iterations Imax required for the GA to converge depends on the 
population size Sp and the number of surviving candidates Sf 
in each iteration. Imax defines the number of crossover points, 
or in other words, the number of regions to be combined 
from the co-located blocks in the different candidate SI 
frames initially generated at the decoder.   
From a complexity point of view, it may seem computation-
ally inefficient to run the proposed GA at the decoder, since a 
hash word needs to be computed for every chromosome in 
each iteration. With the recent advances in hardware technol-

ogy and parallel computing techniques, the additional decod-
ing complexity incurred by the GA becomes feasible. Fur-
thermore, in order to limit the decoding complexity, the GA 
parameters Sp and Imax can be tuned accordingly. Addition-
ally, a stopping criterion (e.g. the fitness value of the fittest 
chromosome remaining constant for several consecutive it-
erations) can be used to stop the GA before reaching the 
maximum number of iterations, thus reducing the total  
number of operations performed to obtain the result.  

3. SIMULATION RESULTS 

In our simulations, we consider the Carphone (300 frames), 
News (300 frames), Foreman (400 frames) and Trevor (150 
frames) QCIF video sequences, sampled at a rate of 30 
frames per second, and a WZ GOP size of 2 (i.e. the number 
of WZ frames is half the total number of frames). The hash 
word transmitted to the decoder consists of (1/8)th of the WZ 
frame’s DCT coefficients, computed for blocks of dimen-
sions 16x16. As for the GA parameters, the following set was 
determined experimentally after intensive simulations: {Sp = 
60, Sf = 40, Imax = 10, Pc = 0.8, Pm = 0.01}. 
In this paper, our aim is not to show the improved R-D per-
formance of a WZ codec due to our proposed GA at the de-
coder. Since, as stated earlier, by enhancing the side informa-
tion, the WZ R-D performance is obviously improved, and 
since there are no additional tasks to be performed at the en-
coder for the GA to be able to run, we measure the perform-
ance of the proposed algorithm as in  [18], by computing the 
Peak Signal to Noise Ratio (PSNR) between the SI frame 
generated by the GA and the corresponding WZ frame.  
In Figure 3, we show the PSNR variations along the Car-
phone sequence obtained with the GA and the different inter-
polation techniques, for WZ frames 60 to 110 (we limited the 
plot to this interval for clarity of visualization). The superior 
performance of the GA can be observed all the time, except 
in few regions where its PSNR converges toward the best 
among the other curves. 
Figures 4 through 7 show the cumulative density function of 
the difference in PSNR (∆PSNR) between the GA on one side, 
and each of the different interpolation techniques on the 
other, for Trevor, Foreman, Carphone and News sequences, 
respectively. We notice that for all these sequences, a signifi-
cant gain in PSNR is obtained most of the time. For example, 
with the Trevor sequence, we notice a performance gain for 
more than 97% of frames. A gain that exceeds 1dB is ob-
served for approximately 85% of the frames compared to 
AVI, 62% compared to MCI, and 14% compared to HMCI. 
The percentage of frames with a gain exceeding 1 dB be-
comes 86%, 78% and 62%, in the Carphone sequence, 77%, 
42% and 10% in the Foreman sequence, and 80%, 80% and 
55% in the News sequence, compared to AVI, MCI and 
HMCI, respectively. 
On the other hand, a slight performance degradation can be 
noticed with the GA, where a performance loss of less than 1 
dB is observed for less than 5% of the frames in Trevor and 
News. No significant loss was observed with Carphone. For 
some frames in the Foreman sequence, the loss can some-
times reach 2dB. In fact, the percentage of frames with 
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Figure 3 – PSNR variations along the Carphone sequence. 

 

 
Figure 4 – CDF of ∆PSNR for the Trevor sequence. 

 

 
Figure 5 – CDF of ∆PSNR for the Foreman sequence. 

 
performance degradation of less than 1dB varies between 
10% and 30%, whereas 3.5% to 5% suffer from a loss rang-
ing from 1dB to 2dB. This is mainly due to an insufficient 
amount of received hash bits, given the high motion in this 
scene, compared to the other sequences. 
In Table 1, we show the average and maximum gains ob-
tained with the GA for the different video sequences. Mini-
mal values can be observed with HMCI, since it offers the 
best average performance compared to AVI and MCI. We 
notice that the GA behaves surprisingly well with the News 
sequence, where the maximum gain exceeds 19 dB. This is  
 

 
Figure 6 – CDF of ∆PSNR for the Carphone sequence. 

 

 
Figure 7 – CDF of ∆PSNR for the News sequence. 

 
 

Table 1 – Average and maximum PSNR gains (in dB) for the differ-
ent video sequences. 

 
 AVI MCI HMCI 

Carphone 2.0 - 6.8 1.6 - 5.5 1.4 - 5.4 
Foreman 3.0 - 9.8 0.9 - 5.2 0.2 - 3.8 

News 6.5 - 19.7 6.6 - 21.9 5.7 - 19.7 
Trevor 2.3 - 5.5 1.6 - 5.6 0.6 - 2.2 
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due to the very particular nature of the motion in this se-
quence: the scene contains two almost static (slowly moving) 
speakers in the foreground, and a couple of dancers in the 
background, alternating slow and fast movements. 
It is important to note that these PSNR gains for the side in-
formation may not necessarily be the same in terms of the  
R-D performance of a distributed video codec. However, 
they reflect, to a large extent, a significant improvement in 
the SI quality, which is expected to yield an improved R-D 
performance too. 

4. CONCLUSION AND FUTURE WORK 

In this paper, we presented a novel approach for improving 
the side information in distributed video coding. Based on 
the principles of natural genetics, the proposed genetic algo-
rithm combines several frames obtained with previously de-
veloped interpolation techniques, in a fusion based approach. 
In hash-based Wyner-Ziv coding, the GA incurs no additional 
complexity at the encoder. Simulation results showed that 
most of the time, the GA yields a significant improvement in 
the side information generated at the decoder. While our aim 
was only to show the potential of using a GA in DVC, the  
R-D performance of a DVC codec with our proposed GA 
will be considered in our future work, especially for GOP 
sizes greater than 2. Furthermore, we will target the complex-
ity issue at the decoder and seek to optimize the GA for real 
time applications. 
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