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ABSTRACT trellises are proposed for decoding, using either a symbol

Joint source-channel (JSC) coding is an important altimat ¢1ock or a bit clock. Redundancy is added by limiting the
to classic separate coding in wireless applications tlatire ~ NUMber of states and introducing synchronization markers.
robustness without feedback or under stringent delay Corﬁfnothgrthree-d|mgen5|onal bit-clock trellis for soft delang
straints. JSC schemes based on arithmetic coding can be iff.AC is proposed in [2].

plemented with finite-state encoders (FSE) generatingfinit  All these techniques improve the robustness of AC to
state codes (FSC). The performance of an FSC is primari(l}fansm'ss'On errors. Nevertheless, among the varioustways
characterized by its free distance, which can be computefitroduce redundancy, it is difficult to assess their efficie
with efficient algorithms. This work shows how all FSEs Other than experimentally. Optimizing the design of a given
corresponding to a set of initial parameters (source pribbab JSC-AC is thus quite laborious. To address this problem, an
ities, arithmetic precision, design rate) can be ordered in analytical tool for characterizing the effectiveness &f th-

tree data structure. Since an exhaustive search of the coff@duction of one or several FS in the case of QAC has been
with the largest free distance is very difficult in most cages Proposed in [1]. The free distance of a JSC-AC is evaluated
criterion for optimized exploration of the tree of FSEs ispr  With polynomial complexity in the number of states of the
vided. Three methods for exploring the tree are proposed arfd>E representing the AC. Distance spectra may also be ap-
compared with respect to the speed of finding a code with theroximatively evaluated using extensions of one of the two

largest free distance. techniques presented in [4]. First JSC-AC optimization at-
tempts are also proposed in [1], assuming that the probabili
1. INTRODUCTION ties allotted to the MFS are constant. Nevertheless, thes cla

of JSC-AC with constant probabilities for the MFS is signif-

Arithmetic coding (AC) [15] is an efficient data compressionicantly smaller than that with time-varying probabiliti¢sor
technigque whose variants have been used in recent stillemag fixed amount of redundancy, the JSC-AC obtained by [1] is
(JPEG 2000) and video (H.264/AVC) coders. Neverthelesshus suboptimal.
AC is particularly vulnerable to errors appeariegy, when The aim of this paper is tglobally optimize the intro-
the compressed bitstream is sent over a noisy channel. Thiliction of time-varying MFS in binary input JSC-AC (JSC-
issue has motivated the development of Joint Source-ChannglAC) represented by a FSE. Here, only the free distance is
coding schemes based on AC (JSC-AC). optimized. The set of all JSC-AC when considering time-

Robustness of AC against transmission errors is usuallyarying MFS may be huge, but this paper shows that it has
achieved by introducing some redundancy in the compressedtree structure, where all possible JSC-AC correspond to
bitstream by means of a forbidden symbol (FS), to which deaves of the tree. An efficient branch-and-bound algorithm
non-zero probability is given during the partition of thedeo is introduced to explore this tree and discard nodes as son a
ing interval [3]: the higher the FS probability, the highket it can be shown that all JISC-AC stemming from a given node
redundancy and the robustness against errors. This ideadannot have good performances in terms of free distance.
extended in [14], which proposes the introduction of multi-  Section 2 briefly recalls the principles of AC. JSC-AC is
ple forbidden symbols (MFS) (up to three in case of a binanthen introduced in Section 3. The tree structure of the set of
source) and uses the stack sequential decoding algorithm [9SC-AC with time-varying MFS is then introduced in Sec-
to estimate the encoded sequence from noisy measuremertten 4, before presenting the branch-and-bound algorithm f
In [12], both depth-first and breadth-first sequential decsd exploring this tree in Section 5. First optimization reswte
are used, in conjunction with error detection achieved by te provided in Section 6, before drawing some conclusions and
ing the presence of a FS in the decoded bitstream. In [5], treperspectives.
lis coded modulation is used jointly with AC, where a FS is
exploited to discard erroneous paths during a Viterbi decod 2. ARITHMETIC CODING
ing process. Later, a MAP decoder for AC using the FS has S
been proposed in [6]. A finite state encoder (FSE) inspire@.1 Basic principle
from[11, 8] is introduced in [7] to represent quasi-arithime  thg pasic idea of binary AC is to assign to every sequence
coding (QAC) [8], where transitions between states are mods¢ soyrce symbols a unique subinterval of the unit interval
eled by a Markov process. Two types of three-dlmensmnaf ,1); then a subinterval of width is represented by a bi-

This work was supported by the European Commission in thadra nary fraction of length at leagtog, w] bits. The source en-

work of the FP7 Network of Excellence in Wireless COMmurimas  (TOPY can be approached by recursively partitioning therint
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be the size of the source alphalpat, ay, ... ax }. The current 3. JOINT SOURCE-CHANNEL ARITHMETIC
source intervalll,h) is partitioned intoK non-overlapping CODING

subintervals{ly, l»,...,Ik}, and the width of subintervd|

is proportional to the probability of the symba]. The
subinterval corresponding to the current symbol is then s
lected as the new source interval. Once the last symbol h
been processed, the encoder chooses a value in the currgﬁe[

source interval, and its binary representation is assetiat . ina th di on th ; ide decod
the sequence of encoded symbols. For sources with skewdgduring the coding process. On the receiver side, decod-
Ing a FS indicates that an error has occurred during transmis

probabilities or for long source sequences, subintervalg m . ; . -
however get too small to be accurately handled by a finiteSION: Introducing a FS with probabilit adds a redundancy

. : : ; of —logy (1— P) bits/symbol to the coded bitstream. More
precision computer. This problem is solved by integer AC. generally, for &K-ary source the probabilify. may be split

. : . . among up tK 4+ 1 FSs; in the following, only binary{( = 2)
2.2 Binary Integer Arithmetic Coding source alphabets will be considered. This FS technique may
Binary integer AC (BIAC) was introduced by Pasco and Ris-be applied to BIAC jointly with a bound o, resulting in a
sanen in 1976 [11]. It works like the scheme presentedSE implementing JSC-BIAC.
above, but the initial interval is replaced by the integer in ~ Given an initial statesp, the operation of the FSE on
terval [0,T), whereT = 2” and P is the binary precision all possible (semi-)infinite input sequences can be digglay
(register size) of the encoding device. All interval bound-with a trellis. The concatenation of the output labels on
aries are rounded to integers. During the encoding procesall paths trough the trellis forms a finite-state code (FSC),
the bounds of the current intervidlh) are renormalized as whose performance is primarily determined byfitse dis-
follows: tance Gee (a finer characterization is possible through the
e If h<T/2,1 andh are doubled. distan(;eh spe(;]tru)r? If we assume thatt;elll statehs ((j:?mmuni-
* IfT/2<1,1 andhare doubled after subtractiniy/2. g?r:irvzl:aﬁziie r?arggt(:é'oaf??/aigti);:;heirree: gis?anézrcvi{lilny
¢ gaz{lﬁ §TI/2ndh < 3T/4,1 andh are doubled after sub- be the same for every possible initial state.
9 ) o More formally, let.” the set of states of the FSE;, the
If the current interval before renormalization overlaps th set of transitionsg(t) the originating state of a transition
midpoint of [0, T), no bit is output. The number of consec- t ¢ .7 and(t) its target statel,(t) the input label of a transi-
utive times this occurs is stored in a vanabl_e calre(_for tion andO(t) its output label. A path= (t1,to, - ,t) € Tk
fpllovv). If the current interval before renormalization I|es.en-On the trellis is a concatenation of transitions that satisf
tirely in the upper or lower half of0,T), the encoder emits ) — 1(t;) for 1 < i < k (this corresponds to walk of
Fhe leading bit of (0 or 1) andf opposite bits (1 or 0). This lengthk on the encoder graph): we defi@égo as the set of
is calledfollow-onprocedure [15]. . o P ;
all paths withk transitions starting irgp. By extension, we
- . ) . . defineo(t) = o(t1) andt(t) = 1(tk), as well ad (t) andO(t),
2.3 Finite-state integer arithmetic coding which are) the E:o%catena)tions( 012 the input, re)spectiv(ely out
Since the BIAC process can be characterizedlbly) and  put, labels ot.
f (and the source probabilities), the encoder state may be = . , o
defined agl,h, f). If the value off is bounded, it is possi- Definition 1 The FSC¢, is the set of all infinite-length out-
ble to precompute all the reachable states and the tramsitioPut sequences generated by the FSE startingoirics, =
between them, thus yielding a finite-state encoder (FSE). IHO(t) :t € 2}
general,f will grow without bounds, but it can be easily .
limited to f < fmax as in [2]. The present work takes the Remark:The output lengthO(t)| = o for all t € g, since
approach of [1]: whenevef = fnax and the current source any (JSC-)BIAC is uniquely decodable by construction and
interval is such thaf could be further incremented, the sym- thus the FSE graph can have no closed loop with empty out-
bol probabilities are modified in order to force the follow-o Put labels.

rocedure after encoding the current symbol.
P v 4 dpefinition 2 The free distance of the FS&, is the mini-

A FSE may be represented as a directed graph consi H ing di b disti d
ing of vertices (states) and directed edges (transitidsih ~MuM Hamming distance between any two distinct code se-

transition is labeled with a vector of input symbols and a vec JUENCES, fke = MiNg; ;e A (C1, C2)-
tor of output bits, one of which may be empty under certain
conditions, depending on the chosen representation. |n [1
three types of FSE describing the AC operation were con
sidered: a symbol-clock FSE (S-FSE) suited for encodin
where each transition is labeled with exactly one input sym
bol; a reduced FSE (R-FSE), with variable-length non-empt
input and output labels, leading to a compact trellis bette
suited for decoding; and finally a bit-clock FSE (B-FSE)
suited for the evaluation of distance spectra, where eadh tr
sition is labeled with exactly one output bit. Details on how—, - ) .
these FSEs are obtained for a given AC scheme can be fouRil others having a transient component hat can be clotingies also the
in[1]. remarks in [10, Sec. 111.D]).

In a joint source-channel coding scheme, redundancy is in-
et_roduced in order to allow error detection and/or correctio
A the decoder side. In JSC-AC, this redundancy is usually
oduced by means of a FS [3], which is never emitted by
source, although a positive probabilRyis assigned to

The key insight leading to more efficient code search al-
orithms is that the free distance on a FSE subgraph upper
ounds the free distance of the entire FSE. We deficena
plete automatorfCA) as an S-FSE automaton in which all

tates have two outgoing transitions (with input labels @ an

), that is, an S-FSE which can encode any binary source
sequence. Anncomplete automato@lA) is a S-FSE au-
tomaton with terminal states (without outgoing transisipn
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(a) Incomplete Automaton

Figure 2: Partitioning the coding interval in the more gether

0/000 0/011 1/011 JSC-BIAC case

computed as follows:

0/01100 W = round(Pz x w), 1)
by C ot A wo =round(Py x (h—1—wg)), (2
(b) Complete Automaton Wi =h—1—Wo— W, 3)

Figure 1. Example of an incomplete automaton (a) and gnhere round) rounds toward the nearest integer. In the
Complete automaton (b) derived from the automaton (a) more genera| case, a set of three I{S‘S &1, 82} may be de-
fined, with corresponding probabiliti§®s,, P, , P, }.

Figure 2 shows how the current interval is subdivided
in which encoding stops, see Figure 1. We call thesex-  during the coding process in the more general JSC-BIAC
plored states, since their successor states have not yet begaise. To our best knowledge, no analytical method is known
determined. that would allow to find the optimal proportions of the prob-

o . . . abilities assigned tg&o, £1, £2}. In [1], an exhaustive search
Definition 3 The free distance associated to an incompleteygorithm over a grid of value@;,, P, ) was proposed, with
S-FSE automaton is the minimum Hamming distance bes, — p, — P, — P, for a given constan®; that determines
tween any two distinct output sequences, which are eithahe design code rate. The main characteristic of this agproa
infinite, or of equal length and associated to paths ending ins that it isstatic with respect to the encoder evolutidre,,
the same state (all paths begin ig) s If there is no pair of  the proportions and the order of the subintervals assigmed t
paths ending in the same state, the free distance is infinite. source symbols and FSs are the same for every state.

. e ) In the present work, we allow trmnfigurationof subin-
This definition takes care of unexplored states leading tgaryals to bedynamic that is, only the sizesiy andw; of
finite-length prefixes of code sequences, which may only bghe subintervals foay anda; will be computed as in (2) and
compared under the conditions mentioned. An IAor @A  (3) put the placement of these subintervals in the interval
is derivedfrom an IA Ao if it has been obtained by exploring || 'h) may change from state to state. Thus the probabilities
(adding the successor states) of one or more terminal Stat%ﬁgo, P, Pe,} may change with the state, only their stin
of Ag (hence the graph % is a subgraph of that a4y). remains constant. Like in the static case, no analytic ta@s

available to determine the configuration yielding the latge
Lemma 1 Let Ay anlAwith r%)e and A an lAor CAderived dgee. Potentially, all encoders for a given set of initial param-
L (1) 0) (1) eters need to be tested in order to maxinuzg.
from Ao with de. Then (ﬁ'eez Giree: The set of all encoders can be obtained by recursively

Proof: The S-FSEs of\y and A, satisfy.#, C .%a, and exploring the successors of all states, starting from thiain
Tn, C Ta,. Hence it is obvious thata, C Ga,, whelre the State(l = 0,h=T, f =0), for every admissible configuration
code may also contain finite-length (prefix) sequences.eSincf the subintervals of a state. To this end, we let lgtand

. ) . . I1 vary froml to h—1 in steps of one, then check if one of
the code sequences 'ead'?gdf@e are contained i%a;, by the following two admissibility conditions is satisfied:
definition we have'®) > dy 0

free = e | <lo<ho=lo+Wo<li<hi=li+wi<h, (4)
I<li<hi=l1+w <lg<hp=lo+wo<h. (5)
4. ATREE OF JSC-BIAC AUTOMATA If that is the case, two new states (obtained fiibgrhy) and

In this section, we will first show how all possible automata(l1,h;) after applicable renormalizations) are created and ex-
for giveninitial parameterg T, fmax, Po, P:) can be generated plored in turn.
in the JSC-BIAC case, then introduce how they can be or- Clearly, the set of automata thus constructed becomes
dered in dree of automata quickly unmanageably large and it is therefore necessary to

Assume that? = {ap,a; } is the source alphabd® and  structure it in a way that allows to exclude (using Lemma 1)
P, are the probabilities of occurrence &f andas, respec- large parts from the search space for the larggst. The
tively. (I,h, ) is the current state of the encodes=-h—1the  set of partially explored states forms an IA, in which unex-
width of the current interval|lp, hp) is the interval assigned plored states are terminal states. This suggests using a tre
to symbolag andwp = hg — lg its width, while[l1,h;) is the  structure, where internal nodes correspond to 1A and leaves
interval assigned to symbal. andw; = h; — I its width.  to CA, and each edge corresponds to the exploration of a ter-
When JSC-BIAC with a FS is performed, a positive proba-minal state. The children of a given node correspond to all
bility P is assigned to the FS although it is never emitted byadmissible configurations of the state that is being exglore
the source. Let; be the width of the interval assignedto FS.  Figure 3 shows how all the possible automata for given
Given the initial parametel® andPy, the interval widths are initial parameters form a tree. At the root is the initial IA

1163



1Ag
_[1Initial unexplored state

(13,313, hi] O (L L

S

66686 660 bbb bbb

chy

O : incomplete automaton (1A) QO : complete automaton (CA)

[ : unexplored state of an IA --+ : subdivisions of an unexploredest

Figure 3: All automata for given initial parameters on a tree

consisting of the sole initial stat@®, T,0), which is also a 5. FINITE-STATE CODE SEARCH ALGORITHM

terminal (as yet unexplored) state. The first layer of ireérn __ . ) , .
nodes corresponds td distinct subinterval configurations 1hiS section outlines how Lemma 1 can be used in a branch

for the initial state. and bound algorithm in order to substantially reduce the tim

Figure 4 shows an example of a tree of automata for thﬁgledggaﬁgitg?;hE;ﬁ?&ﬁﬁéﬁtﬁgg?ﬁ% fgé %i(\)’ﬁqn ;gle q
initial parameter§ = 8, fnax=1, P = % andP; = 3. The P ' P '

small circles labeled, & represent the states of the IA A is initialized to 1A, which consi_sts of the initie_ll state
or CA; they are shadéd fbr unexplored (terminal) states. Th %’i;l(;’%) as e?&i%gﬁxp'llpggdi ds ézt%f lt\lhoetltl:)?atnmcikéhﬂﬁ?bﬁdﬂiﬂ al-
initial incomplete automaton If\consists of the initial state © by, o

% = (0,8,0) which is a terminal state. On exploration of the golrlthrfn '(Sj to sgtdan ('?At'a)‘l méegtehr valug as a IthredshctJI(;i
A . i . " ; value for dfee. ree(lAc) > d;, then an unexplored state
initial state, the first configuration assigns the intef@al . : S

to symbolag and the inter\?all 4) to syrr?bolal. Thisr[leacis of IA¢ will be explored. According to the initial parame-
to the seco_nd incomplete automatory IAThe last config- ;esr Sc’heill greer:]agf rllxmb.ﬁg gsfeng\gt:)ﬁa?; gﬁf i\évtlj“eggdcrlifzg?d
uration assigns the intervalg,8) and[4,7) to symbolsag i— {1 ) For instance. in Fiqure 4. far— 0 o M
anday, respectively, yielding the incomplete automatoglA ooy ' 9 = i =M

L and forc=1, u=v. Fori={1,---,u}, iflA¢iis an IA
The first complete automaton GAs shown shaded on the : L or T )
bottom left side of the tree. and diee(lAci) > di, then IA; is stored in a buffer to be

inspected later. Else, if 14 is a CA anddgee(lAc;) >
then the value otk is updated tak = diee(lAci) and A
becomes the new best FSE. Otherwise,;Ii8 discarded, as
well as all IAs and CAs derived from it, if there are any. Ac-
cording to Lemma 1, all the IAs and CAs derived fromJA
will have adiee smaller or equal t@kee(lAci), hence they
cannot have largatdiee than the best FSE found so far.

Then IA. is discarded and the next |IA in the buffer is
chosen to be the current IA to be explored. And so on until
the buffer becomes empty.

Three ways of exploring the tree are proposed, which de-
pend on the way the newly generated IAs are stored in the
buffer. The first method puts the generated IAs at the front
of the buffer (Depth-First Exploration). The second stores
the generated IAs at the back of the buffer (Breadth-First Ex
ploration). The last method sorts the buffer according & th
diree Of IAs and chooses the 1A with the largestee to be
the current |A to be explored (Sort Method). The compar-
ison between these three methods will be made in the next
section.

mooo@%é i
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6. FIRST RESULTS

0/000 0/011
ee 1 1/100: 93 )
: 0/10043 (0,607
This section first compares the computational efficiency of

Figure 4: Part of the treelof autolmata for the initial paramesp o pranch and bound algorithm to an exhaustive search for
tersT =8, fmax=1,R =3, Pe = 3. the best FSE. Then we compare the three methods for explor-
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ing the tree presented in Section 5. extension of the FSE states in JSC-BIAC witmdit mem-
The first simulation is made with initial parametdrs=  ory, which can be used to improdg.e by separating paths

8, fmax=1, R = 0.1, P; = 0.1, for which the time needed that would lead to small distances. The memory holds an

to exhaustively generate all possible automata and compuieteger 0< A < 2M— 1, so that the FSE state can be repre-

their free distances is 1 h 45 min. Using the branch and boursknted agl, h, f,A). The set of FSEs of JSC-AC with mem-

algorithm with Breadth-First Exploration, the time need®d ory mcontains the set of tandem schemes with CC with con-

find the largestiee is 25 sec., a time saving of 99.6%. straint lengtim+ 1. Therefore one may expectto find at least
The second set of simulations compares the three expl&-SEs with performance (compressidiee) equivalent to the

ration methods for the initial parametéfs= 16, fnax =1, tandem schemes, but hopefully less complex (regarding the

Py = 0.1, P, = 0.26, for which an exhaustive exploration number of states and transitions).

is unreasonably time-consuming. Table 1 shows the times
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