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ABSTRACT

The observed phenomena in actual sound and electro-
magnetic environment are inevitably contaminated by
the background noise of arbitrary distribution type.
Therefore, in order to evaluate sound and electromag-
netic environment, it is necessary to establish some
estimation methods to remove the undesirable effects
of the background noise. In this paper, we propose
a noise cancellation method for estimating the power
state variables of a specific signal with the existence
of background noise of non-Gaussian distribution from
two viewpoints of static and dynamic signal processing.
By applying the well-known least mean squared method
for the moment statistics with several orders, a practi-
cal method for estimating the specific signal is derived.
The effectiveness of the proposed theoretical method is
experimentally confirmed by applying it to estimation
problems in actual sound and magnetic field environ-
ment.

1. INTRODUCTION

The specific signal in the actual sound and electromag-
netic waves frequently shows some very complex fluctua-
tion forms of non-Gaussian type owing to natural, social
and human factors[1]. Furthermore, the observed data
are inevitably contaminated by the background noise
of arbitrary distribution type. In these situations, it
is often desirable to estimate several evaluation quanti-
ties such as L., (averaged energy on decibel scale), L,
((100-z ) percentile level, z = 5, 10, 50, 90, 95), the peak
value, the amplitude probability distribution, the aver-
age crossing rate, the pulse spacing and duration distri-
butions, etc. of the specific signal. Without losing their
mutual relationship, it is indispensable to estimate the
probability distribution or the original wave fluctuation
form itself of the specific signal based on the observed
noise data.

Hitherto many methodological studies have been re-
ported on the state estimation for stochastic systems|2].
However, many standard estimation methods proposed
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previously in a study of stochastic systems are re-
stricted only to the Gaussian distribution (in more cases,
zero mean). Several state estimation methods for non-
linear system have been also proposed by assuming
the Gaussian distribution of system and observation
noises[3, 4, 5]. The actual sound and electromagnetic
environment often shows an intricate fluctuation pattern
rather than the standard Gaussian distribution. For ex-
ample, since the specific signal in sound environment
systems is usually measured by the sound level meter,
the sound environment may be very often considered
on the power scale as a system with the signal of non-
zero mean. So, it becomes essentially a big problem to
apply the conventional state estimation methods to the
present situation without any improvement on them.

In our previous studies[6, 7], several state estimation
methods for a stochastic environment system with non-
Gaussian fluctuations have been proposed on the basis
of expansion expressions for the probability distribution.
Furthermore, a state estimation method for stochas-
tic systems with unknown structure has been proposed
by using Bayes theorem on probability distribution|8].
Since our previously reported estimation algorithms
were based on the whole of the probability distribution,
their derivation processes became rather complicated.

In this study, static and dynamic signal processing
methods for estimating a specific signal with the exis-
tence of background noise of non-Gaussian distribution
forms are proposed. More specifically, by paying atten-
tion to the power state variables for a specific signal in
the sound and electromagnetic environment, which ex-
hibits complex probability distribution forms, we pro-
pose a new type of signal processing method for esti-
mating a specific signal on a power scale. In the case of
considering the power state variables, a physical mech-
anism of contamination by a background noise can be
reflected in the state estimation method by using an
additive property between the specific signal and back-
ground noise. A Laguerre polynomial is suitable to the
power state variables, which fluctuate within only the
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positive region. The proposed method positively uti-
lizes the additive property of power state variables in
the derivation processes of the estimation algorithm. In-
stead of focusing on the whole of the probability distri-
bution in our previous studies[6, 7, 8], by applying the
well-known least mean squared method for the moment
statistics with several orders, a simplified estimation al-

gorithm is derived from the practical viewpoint.

The effectiveness of the proposed theoretical method
is experimentally confirmed by applying it to the actual
estimation problem in specific sound and magnetic field
environment.

2. THEORETICAL CONSIDERATION

2.1 Static Noise Cancellation Method for Sound
Environment

In the evaluation of sound environment around a main
line, it is necessary to estimate the sound levels at plural
evaluation points based on the observation at a reference
point because of the difficulties of monitoring the sound
levels at all evaluation points and at every instantaneous
time. Firthermore, in the measurement of sound en-
viornment, the observation data are generally contami-
nated by an external noise (i.e., background noise). The
power state variables satisfying the additive property of
the specific signal and the background noise are consid-
ered in this study.

Let x and y be the specific signals in a power scale
at an evaluation point and a reference point respec-
tively. The probability distribution of x has to be pre-
dicted on the basis of the observed data of y. Though
a single evaluation point is considered in the theoret-
ical consideration for the simplification of the mathe-
matical expression, the extension of theory to a case
of multi-evaluation points is easy by considering multi-
dimensional variable x instead of single variable x. In
order to find explicitly the various statistical properties
of z, let us expand the probability density function P(x)
into an orthogonal polynomial series, as follows[9)]:

P(2) = Po(0) 3 Authu(@), Aw=< (@) >, (1)
n=0

where <> is an averaging operation with respect to the
random variables. In (1), Py(z) can be artificially cho-
sen as the probability density functions describing the
dominant parts of the actual fluctuation pattern. The
information on the various types of lower and/or higher
order correlations of x is reflected hierarchically in each
expansion coefficient A,. In this study, gamma distri-
bution suiatble for random variables fluctuating within
only a positive range such as the specific signal in a

power scale is adopted.

X x
P = 2 TSz
0(z) T'(my)sqg® c ’
2 2
_ M _ 0
My = —Jg, Sp = —Mz,
fe = <x> 02=<(x—p)? >, (2)

where I'( ) is a Gamma function. Thus, orthogonal poly-
nomial is given by

T'(mg)n! 1, T
n(2) = [ s Lime =D (), 3
o) = | e e @
where L%m_l)( ) is a Laguerre polynomial of n-th order,

defined by the following equation[10]:

L% )(x) = ol w(e a"tm)
n mr

= Z(_l)rn-&-mcn—ri,- (4)
e rl

In the measurement of sound environment, the ef-
fects by a background noise are inevitable. Then, based
on the additive property of power state variables, the
observed sound power z is expressed as

z=x4wv, (5)

where x and v are the specific signal and a background
noise in a power scale at an evaluation point. We assume
that the statistics of background noise are known. From
(5), the following relationship can be obtained:

2" =(z+v)" = chiz"*ivi. (6)

In order to derive a prediction method for the proba-
bility density function of specific signal x at an evalu-
ation point from observation y at a reference point, we
pre-establish the system models on power functions of
z, after replacing x” with the conditional expectation
< 2"y > in (6) by introducing a regression model for
< z"|y > in a linear combination of Laguerre polynomi-
als, as follows:

z = <zly>tv=apt+anli(Y)+o,
2 = <2’y > 2 <zly>v+o?
ago + a2 L1(Y) +aznLla(Y)
+2{aio+ a1 L1 (Y)}v+v?,
P <x3|y>+3<x2|y>v

+3 < zly > v? +0°

= azot+azli(Y)+azly(Y)+azsLs(Y)
+3{ago+a21L1(Y)+ageLs(Y)}v
+3{a10+ai1 Ly (Y)}v2 + 03,
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with
L.(Y) = L™ V(y/s,), 8)

where a;;(i=1,2,3,---;j=0,1,2,---,4) in (7) are regres-
sion coefficients, and estimated by applying the well-
known least squared method for the moment statistics
with several orders. More specifically, the regression co-
efficients in (7) are decided so as to minimize the criteria:

LI = <(z—2)?>— Minimize,
I, = <(2- 22)2 >— Minimize,
I = < (2*—2%)%>— Minimize,

..................... , (9)

From (9[1/8&10 = 6]1/6&11 = 8[2/80,20 = (9[2/6(121 =
(9]2/6(122 = (9[3/8a30 = 613/60,31 == O7 the coeffi-
cients aqg,a11,0a20,021, -+, are derived.

Next, by using the estimated regression coefficients,
the moment statistics with several orders of the specific
signal z at the evaluation point can be predicted on the
basis of arbitrary observation data y at the reference
point, as follows:

<zr> = <<zly>>y=ap+an <Li(Y) >,
<a?> = <<2’ly>>,

= agta < Li(Y)>+az < La(Y) >,
<zd> = <<2Ply>>,

= azotas < L1(Y)>+aze < La(Y) >
+as3z < L3 (Y) >,
.............................. , (10)

After evaluating two parameters m,,s, and expansion
coefficients A,, by use of (10), as

<z >2
z = , 11
" <z2>—<z>? (11)
<r?>-—<z>?
s, = x T > 7 (12)
<zr>
T'(mg)n! <& <z >
An = N -1 Tn an—ri
[(mg+n) TZ:O( Vit 7!
(13)

by substituting (11)-(13) into (1)-(3), the probabil-
ity density function connected with several evaluation
quantities for sound environment can be predicted.

2.2 Dynamic Noise Cancelation Method for
Sound and Electromagnetic Environment

Let us consider the sound and electromagnetic environ-
ment with the power state variables fluctuating in a non-
stationary form within a positive region, and express the
system equation as:

Trt1 = Fap + Guyg, (14)

where xj is the unknown specific signal at a discrete
time k£ , to be estimated. The statistics of the ran-
dom input ug and two parameters F' and G can be es-
timated by the auto- correlation technique[11]. On the
other hand, based on the additive property of power
state variables, the observation y; contaminated by the
background noise vy can be expressed as:

Yk = Tk + Vg (15)

Because the statistics of the background noise are often
unknown, the following noise model is introduced.

v = ager + OBk, (16)

where «y and [ are unknown parameters, and e de-
notes a random noise with mean 0 and variance 1. For
the simultaneous estimation of the parameters a; and
Ok with the specific signal zj, the simple dynamical
model is introduced.

Qg1 = Ok, Bryr = B (17)

In order to derive an estimation algorithm for a spe-
cific signal based on the noisy observation, we positively
pre-establish the estimates on the power functions of
Zk. Since the parameters ay and [ are also unknown,
the estimates for the parameters have to be considered
in a simultaneous form with the estimates of xy. (For
the simplification of the estimation algorithm, only the
power functions with first and second orders are consid-

ered):

T = b10+bllL§mk71)(yff)7
Sk
“ mi—1 mi—1
l’% = b20+b21L§ k )(yff)-l-bQQLé k )(y%)’
k Sk
N mrE—1
ap = C10+C11L§ k )(y*f)a
k
CVA% = 020+021L§mk71)(yff)+022Lémk71)(yff),
Sk Sk
~ *_1
B = d10+d11L(1mk )(y*f)a
Sk
2 mr—1 mi—1
pE = d20+d21L§ F )(%f)-kdzzLé 4§ )(%f),
k k

(18)

where £k7:££,dk,o;%,ﬁk,ﬁ,% denote the estimates of
mk,xi,ak,a%,ﬁk,ﬁg respectively. Furthermore, b;;,c;;
and d;; denote the regression coefficients.

Considering (15) and (16), two parameters m} and
s}, can be given by

*\2 Q
my, = ) , 8§ = —f,

Qp Yy
yn = <uyrlYeo1>=zp+ 06,
Qe = <(ye—yp)?Yeo1>

Ty, +Ta, +T5, +(af)? (19)
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with
JCZ = < 93k|Yk—1 >, ka =< (xk —IZ)2|Y]€_1 >,
o = <aplYieo1>, Do =< (ap—af)* Vi1 >,
po= < BklYeo1 >, Tp =< (B —6i)? Vi1 >,
(20)
where Yi_1(= {y1,92, -, yk—1}) is a set of observation

data up to a time k£ —1.

Next, by applying the well-known least mean
squared method for the moment statistics with first and
second orders, a practical estimation method is derived.
More specifically, the regression coefficients in (18) are
decided so as to minimize the criteria:

Ji = < (xp—2p)*Yeo1 >— Minimize,
Jo = < (28— 302)2|YK,1 >— Minimize,
Js = <(ap— ar)?|Yeo1 >— Minimize,

..................... , (21)

After substituting (18) in (21) and differentiating it with
respect to each regression coefficient, and then using the
statistical property of Laguerre polynomial, the regres-
sion coefficients can be expressed in functional forms of
T, Ty, Loy B, Ty -

Finally, by considering (14) and (17), the prediction
algorithm essential for performing the recursive estima-
tion can be expressed as

Ty Fip+G <uy >,
ap1 = Ok, Bryg = B,
Top,, = FHal—(21)%)
+G? < (up— < up, >)? >,
Tapy = 0p—(a)? Doy =62~ (B (22)

Therefore, by combining the estimation algorithm of
(18) with the prediction algorithm of (22), the recur-
rence estimation of the specific signal can be achieved.

3. EXPERIMENTAL CONSIDERATION

The effectiveness of the proposed static signal process-
ing method in Sect. 2.1 is confirmed experimentally by
applying it to actual road traffic noise data observed in
a complicated sound environment near a national road.
In order to evaluate the sound environment around the
main line, the sound level at an evaluation point has to
be predicted on the basis of the observation at a refer-
ence point. The reference point and the evaluation point
were chosen at the positions being 1 m and 25 m apart
from one side of the road. One of the predicted results
is shown in Fig. 1. The theoretically predicted curves of
the 2nd and 3rd approximations considering up to the

third and fourth order moments of z in (10) show pre-
cise agreements with the experimentally sampled values
for the probability distribution of the road traffic noise
at the evaluation point.

Next, in order to examine the practical usefulness
of the proposed dynamic signal processing method in
Sect. 2.2, it is applied to the actual state estimation
problem in specific sound and magnetic field environ-
ment. Actual road traffic noise is adopted as an exam-
ple of a specific signal with a complex fluctuation form.
Applying the proposed estimation method to actually
observed data contaminated by background noise, the
fluctuation wave form of the specific signal (i.e., road
traffic noise) was estimated. Figures 2 shows one of the
estimated results for the road traffic noise. For reasons
of comparison, the results obtained by the well-known
extended Kalman filter[3] are also shown in this figure.
It is noted that the proposed method estimates fairly
precisely the specific signal with rapidly changing fluc-
tuations. The results from the extended Kalman filter,
on the other hand, show relatively large estimation er-
rors, particularly in the estimation of the lower level
values of the fluctuation, in which the specific signal is
completely embedded in the background noise.

Furthermore, by adopting a personal computer in
the actual working environment as specific information
equipment, the proposed method is applied to estimate
the magnetic field leaked from a VDT under the situa-
tion of playing a computer game. More specifically, in
the actual office environment of using four computers,
the magnetic field strength leaked from a specific com-
puter is estimated by regarding the magnetic field from
other three computers as background noise. The data
of magnetic field strength of the specific signal and the
background noise were measured respectively by use of
a HI-3603 type electromagnetic field survey meter. By
use of the additive property of the power state variables,
the obervation data were obtained. Figure 3 shows the
estimated results of the specific signal. The estimation
results using the proposed method show good agreement
with the true values in spite of artificially employing sev-
eral types of arbitrary initial values.

The above results clearly show the effectiveness of
the proposed method for application to the observation
contaminated by the background noise.

4. CONCLUSION

In this study, we investigated the random signal on a
power scale in an actua sound and electromagnetic envi-
ronment fluctuating within the positive region. First, a
static method for predicting the probability distribution
of the specific signal at a evaluation point was proposed
on the basis of observation at a reference point in sound
environment. Furthermore, a dynamic method for esti-
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Fig. 1 A predicted result of the probability distribution

at an evaluation point.
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Fig. 2 Estimation results of the fluctuation of the road
traffic noise (o; observed data, e ; true values, —;

estimated result by the proposed method, ---; estimated

result by the extended Kalman filter).
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Fig. 3 Estimated results (o; observed data, e; true
values, by the proposed method (—; Zg = 14A/m, — - —;
2o =12A/m, —--—; Z0 = 10A/m) and by the extended
Kalman filter (---).

mating the specific signal based on the noisy observation
data contaminated by the background noise was theoret-
ically established in a realistic situation when the statis-
tics of the background noise were unknown. By apply-
ing the well known least mean squared method, simpli-
fied prediction and estimation algorithms were derived.
The validity and usefulness of the proposed theory were
experimentally confirmed by applying it to the actual
sound and magnetic field environment.
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