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ABSTRACT 
Time-derivative Cellular Neural Networks (TDCNN) is a 
general class of CNN having derivative connections between 
cells. It has been reported that several mixed-domain 3D 
spatiotemporal transfer functions for linear filtering can be 
implemented via TDCNN such as bandpass filters and visual 
receptive field models. In this paper a new computer simula-
tion method for TDCNN is presented. The new simulation 
method reduces simulation time dramatically and simplifies 
the simulation steps. 

1. INTRODUCTION 

Biological organisms excel at processing large amount of 
data in real time whereas computers usually are not good at 
such tasks because of their point processor architecture. 
Thus a great deal of effort has been spent on the develop-
ment of machines that mimic biological systems. Cellular 
Neural Networks consist of regular arrays of simple process-
ing units that interact with only their nearest neighbors [1]. 
The CNN architecture bears striking resemblance to afore-
mentioned biological organisms and they are tailor-made for 
analog VLSI implementations because of their nearest 
neighbor connections and usually space invariant connection 
weights. In recent years, an addition to the general CNN 
architecture which employs temporal derivative connections 
between cells is proposed [2,3,4,5]. It is shown that with 
these derivative connections a broader range of continuous-
time discrete-space mixed-domain 3D spatiotemporal trans-
fer functions can be realized. Some filtering examples that 
have not been modeled by linear CNNs such as visual corti-
cal receptive field modeling and spatiotemporal cone filter 
design are given in [3]. Spatiotemporal bandpass filter ex-
amples can be found in [4,5]. 

 
The paper is organized as follows: Section II gives a brief 
description of the time-derivative CNN and the templates 
for a real spatiotemporal TDCNN bandpass filter. In section 
III we examine the computer simulation of the first deriva-
tive TDCNN and propose a new simulation method based 
on Euler’s approximations. Simulation results and the 
elapsed times for the two methods are also compared in this 
section. Finally we conclude the paper in section IV.  

2. TIME-DERIVATIVE CELLULAR NEURAL 
NETWORKS (TDCNN) 

Time-derivative CNN (TDCNN) [2] extends the original 
CNN description in [1] by adding extra derivative connec-
tions between cells. These derivative connections enable us 
to implement a broader class of mixed domain spatiotempo-
ral linear filters. A time-derivative linear CNN is described 
by 
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The first two terms on the right hand side of (1) are the same 
as in the case of original CNN equation, A and B are feed-
back and feed-forward cloning templates, u is input and x 
denotes the state and output of the linear network. qA  and 

qB  are defined as qth derivative feedback and feedforward 
templates, respectively, and r denotes the neighborhood of 
the CNN. It has been shown that by adding first order deriva-
tives of the outputs of the neighboring cells to the original 
CNN equation, bandpass spatiotemporal filters can be real-
ized [2,4,5]. In [2] a real coefficient 5x5 neighborhood first 
derivative TDCNN bandpass filter and a complex coefficient 
3x3 neighborhood first derivative TDCNN bandpass filter 
are designed. For these first derivative TDCNNs (1) becomes 
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The template coefficients of the real TDCNN are given as 
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Where 0R R XC XS YC YSA ,B ,G ,G ,G ,G ,a  are real-valued coef-
ficients. The spatiotemporal transfer function of this real 
TDCNN is obtained as 
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The spatiotemporal amplitude frequency response of this 
TDCNN is given in Fig. 1. 

 
Figure 1 – Real TDCNN amplitude frequency response 

3. DISCRETE TIME SIMULATION OF TDCNN 

To simulate the TDCNN on a computer, it is necessary to 
use an approximation method for temporal derivatives. The 
simulation algorithms given so far for the original CNN 
structure are not suitable for the TDCNN and the only simu-
lation available is given in [3] using MATLAB SIMULINK 
which, due to the slow nature of SIMULINK, involves a 
very cumbersome, extremely time consuming and error 
prone process. The time necessary to process a 30x30 3-D 
sinusoidal input image is about 30,000 seconds (8.5 hours) 
on a P4 C2Duo 3GHz, 4GB RAM PC. 

 
The SIMULINK simulation steps involve: 

• building one cell of the TDCNN network from the 
signal- flow graph representation of the (2), 

• constructing the TDCNN network by placing the 
cells and connecting 3x(2r+1)x(2r+1) neighboring 
cells (total number of elements of the A, B and 1A  
templates) for each cell (In the general case this 
number is 75 for the templates of size 5x5. However, 
this number reduces to 25 for the given templates), 

• rearranging the 3-D spatiotemporal input image as a 
1-D temporal function of the spatial location of the 
(i,j)th cell, 

• running the SIMULINK model file, 

• rearranging the output as a 3-D spatiotemporal output 
image from each individual cell’s 1-D temporal out-
put. 

In the following, we introduce a new method which uses 
Euler approximations for the time derivatives. Equation (2) 
has temporal derivatives on both sides. Decomposing 1A  
template to its center and surround templates and rearranging 
(2) to have only the first derivative of the cell (i,j) on the left 
hand side yields 
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Applying forward Euler approximation for the derivatives in 
(7) gives 
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where sT denotes the integration time step and k is the dis-
crete time variable. Equation (9) implies that in order to 
evaluate the output of a cell at (k+1)th time step it is neces-
sary to know the outputs of the neighboring cells at the same 
time step. Thus the computation of the output at (k+1)th 
time step becomes impossible. To overcome this obstacle, 
while using  forward Euler approximation for the derivative 
on the left hand side, which is the derivative of the cell (i,j) 
in (7), we use backward Euler approximation for the deriva-
tives on the right hand side, which are the derivatives from 
the neighboring cells. By doing this, the output of a cell at 
(k+1)th time step can be evaluated from the outputs and 
inputs of the neighboring cells at kth and (k-1)th time steps. 
Equation (7) then becomes 
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Rearranging (10) yields 
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By using both forward and backward Euler approximations, 
a first-order continuous-time system has been represented 
with a second-order discrete-time system, which holds as 
long as the integration time-step sT  is small. 

 
There are further points of importance in simulating (11). 
The spatiotemporal image processing is somewhat different 
from spatial image processing with CNN. Firstly, for spatial 
image processing, the output is obtained when the time de-
rivatives become zero. The time constant RCτ =  of the 
CNN circuit is chosen very small so that the circuit con-
verges in a very short time and the derivatives of the cell 
outputs become zero. Secondly, the input image frame is 
constant and applied to the cell inputs during the whole 
simulation. For spatiotemporal image processing, we are 
interested in the time changing behavior of the cell outputs, 
in other words we must apply the inputs when the time de-
rivatives of the outputs are nonzero. Thus the time constant 
of the CNN should be chosen larger. In addition, the input 
image consists of several image frames changing with time. 
Let fT  denote the period between the two input frames. The 

simulation results have shown that 3f sT Tτ ≥ must be 
satisfied. 

 
To compare the two methods, three different size TDCNNs 
are simulated for each of the sinusoidal and impulse inputs. 
The proposed method works a lot faster than the SIMULINK 
simulation regardless of the size of the circuit. The elapsed 
times for these simulations are measured on a P4 C2Duo 
3GHz, 4GB RAM PC and summarized in Table 1. 
 
The impulse response simulation outputs of SIMULINK and 
the proposed method of the real TDCNN are presented in 
Fig. 2 and Fig. 3 respectively. The sinusoidal simulation 
results for the two methods are given in Fig. 4 and Fig. 5. 
The simulation results obtained using the proposed method 
for an impulsive input differs by 5% and that obtained for a 
sinusoidal input differs by 10% compared to the 
SIMULINK outputs. 
 

Table 1 – Simulation Elapsed Times 
Simulation Elapsed Times in seconds 

Circuit  size and input type SIMULINK Proposed Method 

10x10 impulse input 31.964 0.014 

10x10 sinusoidal input 110.11 0.0374 

20x20 impulse input 1561.63 0.0249 

20x20 sinusoidal input 3386.43 0.0819 

30x30 impulse input 16500 0.0465 

30x30 sinusoidal input 30000 0.159 
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Figure 2 – SIMULINK impulse response 

for 1
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Figure 3 – Proposed algorithm’s impulse response for the same 

templates as Fig.2  

 
Figure 4 – SIMULINK sinusoidal input simulation results for sev-

eral spatial frequencies. The passband of the filter is around 
1 / , 8 /x y trad pix rad sω ω= = Ω =   

 
Figure 5 – Proposed algorithm’s sinusoidal input simulation results 

for several spatial frequencies 
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4. CONCLUSION 

General 3D continuous-time discrete-space mixed-domain 
spatiotemporal filters can be realized by TDCNNs. In this 
paper a new computer simulation method for the TDCNN is 
presented. The presented method obtains the desired result 
in milliseconds regardless of the circuit size. The proposed 
simulation is carried out in a single step and can be claimed 
to be fastest method given to date. The only other existing 
method uses SIMULINK which requires steps such as gen-
erating the SIMULINK model file, transferring input pixel 
values to cell inputs and obtaining the outputs from the cell 
outputs. It is believed that the introduction of the proposed 
simulation method will pave the way for the design of new 
processor architectures implementing the TDCNN on 
FPGA.  
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