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Abstract— We consider the ergodic capacity region of block-fading
Gaussian multiuser channels with channel-state informatn at both
the transmitters and the receivers. We assume a single comaint on
the total long-term average power used for both broadcast ash multi-
access channels. In addition to the optimal solution knownrém the
literature, we provide analytic expressions — some of whiclare novel — to
characterize the boundary surface of the capacity region uder auxiliary
constraints which include single-user-selection per block, constantotal
transmit-power per block and the combination of both. We al® provide
optimal resource allocation schemes to achieve the capaciimits for each
case under consideration. Moreover, we provide numerical >amples to
compare the cases. As an illustrative example, we analyze ehtwo-user
case, although the results carry over to theM -user case.

. INTRODUCTION

problems when, e.g., the transmitter (i.e. the base stdtiothe
broadcast case) has maximum power constraints in ordeo ratuse
too much interference in adjacent cells. Furthermore, tadapower
control requires additional computational complexity taintain the
average power constraint, and variable transmission pdsvaiso
likely to require more expensive radio-frequency cirguitr
The optimal resource allocation over a (flat-faded) chafhatk

involves applying the optimal channel-access scheme,hnwikicode
division multiple access (in MAC) or superposition coding BC)

with successive interference cancellation (SIC) at theeivecs.
Furthermore, the number of users scheduled in a channek bares
depending on the channel conditions. Superposition coditiy SIC

at the receivers can hardly be implemented in practice, usecaf

Fading channels (both time and frequency selective) candi m (i) the complexity involved, (i) the necessity to informl alsers

eled as a family of parallel Gaussian channels: this is dallblock-

about the order in which successive cancellation has to bedumed

fading channel[1]. Each of the parallel Gaussian channel blockicluding the coding schemes used (signaling overhead), (gi)

corresponds to a fading state. In general, the capacityoakkfiading
multiuser channels with channel-state-information (C&8Ipoth the
transmitter(s) and the receiver(s) can be achieved by {ipnap power
allocation over the channel blocks and (ii) optimal reseu(tate
and power) allocation over the users in each of the chanoekbl
This is applicable to both the broadcast channel (BC) (or@dny
multiuser channel) [2], and the multi-access channel (MAGany-
to-one multiuser channel) [3].

From a practical communications engineering perspectike,
optimal solutions are in most cases difficult if not impreati to
implement. Thus, sub-optimal solutions which have clasegtimum
performance and, at the same time, lend themselves to an
implementation are favorable.

The optimal power allocation scheme over (block-)fadingi€san
broadcast and multi-access channels is given by the wétegfi
approach: more power is allocated when the channel is baiigy
depending on the desired operating point on the capacitipnisg
boundary surface, some users are assigned higher average tmo
meet their rate demands.

As a consequence of this power allocation policy, the toral a

individual transmission powers will vary hugely. This witlause

© EURASIP, 2009 784

different blocksizes used for encoding of different useesicellation
of a user's signal is only possible when the whole codewdad
this user has been received, although the user to be detedaiee
to delay constraints — may well have a much shorter (althaigih
long) channel coding blocksize. As this user would have ta fon
decoding until the “interfering” user’s much longer coded/das
been received, delay constraints are likely to be violated.

Il. OBJECTIVES

We investigate the ergodic capacity limits and the optinoaltsons
to achieve these limits under practically relevant restns that
€8nlorce the use of constant total transmission power peingad
state (channel block), single-user selection per fadiatestr both.
“Constant total power per block” is to be interpreted sudt th each
and every channel block the sum power for all users is condtan
a broadcast channel this means that the total power usecetyae
station for all users is the same in every channel block atthahe
number of users scheduled in every block is variable andestilip

in practice, coding for a user will be spread over as many Ksloas
possible to obtain long codewords that will allow for effitiehannel coding.



optimization. In the multiple-access case, again the suail gowers
of all users’ transmitters is assumed to be constant.

In our analysis of thémulti-access channels{MAC), we assume
a single long-term average sum-transmit-power constiagtead of
individual power constraints for the users that are asstimprevious
work [3]. This case is also relevant in practice [4]. Furthere, it
gives a more general solution with an extra information {carbe
obtained from [3]) about the optimal average powers to becated
to each user to achieve a certain operating point. In [5] thality

of the MAC and BC channels was discussed. It was shown that the

capacity region of the MAC channels with sum-power constri
identical to the capacity region of the d&@C channels. Thus, in
all the cases under consideration, the equations chaweteithe
boundary surface of the capacity region are applicable tb ke
BC and the dual MAC channels. Furthermore, there existsildragr
similarity between the optimal resource allocation forrbohannels.
Our objective, in this paper, is to study how much we will los

specified auxiliary constraints. In order to answer thisstjoa, we (i)
give closed-form expressions — which are novel contrimgtie that
characterize the capacity limits and (ii) describe respwitocation

schemes (for BC and MAC) — again with some novel contribigion.

— to achieve these limits for the following four cases witffetent
constraints:

« OPT: optimal solution, without any auxiliary constraints (new

analytical results that complement the original work in th

literature, i.e. [2] for the BC case and [3] for the MAC case,

presented in this paper).

CP: constant sum power of all users in every channel state (n
analytical results presented in this paper).

SU: selection of a single-user only in every channel state.
CP-SU: constant sum poweand single-user selection in every
channel state.

We provide numerical results in which we compare the fouesas

and n;[k] is Gaussian noise with zero mean of that receiver. The
noisesn;[k] are statistically independent, and are assumed to have a
common variancer® .

The M-user Gaussian block-fading multi-access channel (MAC)
consists of a single receiver add transmitters. At channel block,
each transmittef transmits a signat;[k], and the receiver receives
the composite signal

ylk] = Z Vhilk]zi[k] + n[k]

where h;[k] > 0 is the constant channel quality between thih
transmitter and the receiver at channel-bldck

The fading processes of all users are independent of eaehn, oth
are stationary and have continuous probability densityctions,
fi(h). In the numerical examples through the paper, we assume
the fading processes have the Rayléiglistribution. The cumula-

. ) Sive distribution functions of the fading processes areoted by
in terms of system capacity when we apply one or both of th

oo (@) = [ fu, (W)aR.

We use the notatior?; [k] and R;[k] to indicate the powérand
the rate (bits/sec/Hz) respectively that are allocated ger u in
channel blockk. The long-term average rate that is allocated to user
1 is denoted ask;. The long-term average sum-power constraint is
denoted asP.

IV. PROBLEM FORMULATION

© The ergodic capacity region is defined as the set of all aahiev

fate vectorsR such that the long-term average power constraint
gver all channel blocks is not exceeded. The optimum poiritisir

?P’lve capacity region are those that are located on the boysdeace.

The latter can be characterized as the closure of the pataatigt
defined surface

{Riw): e R D7 =1} (1)

To visualize the capacity limits, we consider the two-usaese; where for every weighting factor vectgr, the rate vectoR.(u) can
with the assumption of different long-term average champellities be obtained by solving the optimization problem:
of the users. Qualitatively, the results carry over to theuser

K M K M
case. We perform analysis for a higher number of users as well maxi R.[k] subi 1 L] — P
i R;[k] subject to Plkl=P (2
by selecting a specific operating point (max. sum-throughfar K ;; 1+ K ,;1; g

symmetric channels.

I11. CHANNEL MODEL

whereK is the total number of channel blocks, aiflis the number
of active users. We assume w.l.o.g. that all channel blockee h
identical frequency bandwidth and time duration.

The block-fading channeis used to model time and frequency The two auxiliary constraints that are considered in thisko

selective fading channels. The fading channels are dividen a

family of parallel Gaussian “constant” channels, eachesponds to
a “flat” fading state. These constant channels are calledkbloA

channel block could last for several time slots as long astizanel
quality is almost constant (dependent on fading statistics

The M-user Gaussian block-fading broadcast channel (BC) con-

sists of a single transmitter and receivers. In channel block, the
transmitter broadcasts a signdk], and the received signals are

yilk] = \/ hilklz[k] + nilk], i=1,--- M

where h;[k] > 0 is the constant channel quality (i.e. power g&in)

between the transmitter and thigh receiver at channel-block,

2BC and MAC channels are dual if they have the same channebvhct
(i.e. h; of receiversi in the BC equalsh; of transmitter: in the MAC).

3In this paper we assume, without loss of generality, thattannel gairh
is real and representing the power gain of the linldoes not have imaginary
part since we assume perfect phase information at the erseiv
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be added to the problem definition in (2) are:
« Constant sum power per channel block:

M B
Plk] = Z Pilk] =P 3)

« Single-user selection per channel blo&[k] has a maximum
number of one non-zero element.

V. CHARACTERIZATION OF THE BOUNDARY OF THE CAPACITY
REGION

In this section, we provide characterization of the boupdsdrthe
capacity region of block-fading BC and MAC channels for tlaseas
*fn; (x) = 57— exp (—;ﬁ) , h; is the average channel quality

5When we use the notatio®, we mean the transmit powePr. The
received power is indicated d3g.



under consideratidn This includes (i) describing resource allocatiorchannel qualities vectdi[k], the intervalsA; are obtained:
schemes to achieve the capacity boundary limits of BC and MAC . ] .,

channels, and (ii) giving closed-form expressions thatrattarize Ai = {2 € [0,00) s ui(2) > uj(2) Vj # i andus(z) > 0}
the capacity limits (the same expressions are applicablotio BC  Sinceu,(z) is monotonically decreasing and (z), u;(z) (i # j)
and dual MAC) for a given weighting vectgr defining one point in cross each other at maximum once, the intepdalis continuous.

the boundary surface (1). The power allocation is calculated as:
. 2
A. OPT: Optimal Case (No Auxiliary Constraints) BC: Pilk] =0 / dz (10)
As discussed in [1], problem (2) can be solved by first applyin o2
the Lagrangian characterization in order to define the probih an MAC: P;[k] = k] /A dz (11)

unconstrained format. The resulting optimization probiem . . )
To derive equations to characterize the boundary surfactheof

K M M . . .
P _ capacity region, we complement the work in [1] to get thedwihg
{I}-@lﬁ)f}k ‘ <Z1 i Ra[k] )‘lel[ko “) equations to computdR(u) in (1). We use the assumption that
B the fading processes of all users are stationary with cootis

This is equivalent to probability density functions and independent of each rothoe each

K (i useri =1,... M
max wiRi[k] — APk] (5) o0 oo
Plk] \ £ ort _ 1 1 x
. R - = In2J, 1+2 ,/3(1+z) Ini(@) H Fny (o7) dedz (12)
where )\ is selected such that 1 J#i

or equivalently
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OPT_L [ 1 i
i 71112/0 /‘1 T fn(@) [[ Fn; (87 dzdz (13)
A

1 K
% Pl =P (6)
k=1 T
Thus, the main optimization problem is decomposed into (i) a mo, @ T J#i
family of optimization problems, one for each channel blaakd (ii)
an equation to control the power prigen order to maintain the long-
term average power constraint. Following the procedurerie in B
[1] by defining marginal utility functions, and by extendinbese Z/w fhv(CC)HFh~ (") {& _ 1} de — P (14)
results to the MAC case, we provide a summary of the solution: T2 ‘ ki / Az 2
Power allocation over the channel blockghe total power trans- There are two other equivalent forms to compiite

mitted in a blockk is identical in BC [1] and MAC channels (with

where X in (12), (13) is computed based on (6) which, in our case
of independent fading processes, is equivalent to:

xt = max(z,0)): et Rl | . P
X Z N - f, (x)Hth (") dudz = 5 (15)
2 [ M 1 i I J#i
Poum[k] = max |o° | — — —— . @ ,
i A hilk] i oo . p
n | ST @] e, 6 dedz= 2 )
Resource allocation in each channel blo@kie optimal resource i 20— i i
allocation over a (flat-faded) channel block involves apmythe . A
optimal channel-access scheme, which is code division iprilt @ 0. ¢ are given by:
access (in MAC) or superposition coding (in BC) with sucess o= A a7)
interference cancellation (SIC) at the receivers. The SiCha o Ay le‘*m
receivers of BC channels is in order of decreasindg=ach receiver ¢ _;z
decodes the signals sent to users of highbefore decoding its own 8= % (18)
signal. However, in MAC channels, the receiver performs ial@der Mg o 2R
of increasingu [5]. We provide a summary of the greedy algorithm ¢= 1 (19)
i T Hj—Hi
procedure to compute the power allocated to each user innehan T4
block &, for both BC [1] and MAC —novel contribution by extending S . ) .
results of BC to MAC with sum power constraint— channels: The notationz™ in (12), (13), (1.4) is defined as [7]
Marginal utilities functions (“rate revenue minus poweistd are o= { x !f z2>0 (20)
defined for each channel blogk oo if <0
BC: wi(2) = 1Mz~ A 23>0 ®) B. CP: Constant Sum-Power per Block
T2 In this case, the main optimization problem (2) becomesvedgmt
i A to optimizing over each channel bloék
MAC: u;(z) = Trz Wk’ 220 ) M . M )
Then based on the marginal utilities which are dependenthen t maXZ;MRi[k] subject tOZ; Pilk] = P (1)

6The detailed proofs are omitted due to paper length reistiictVe assume Thus, the problem is to allocate the resources over the irseazh
here that the reader is aware of the original papers in tipie tonainly [1]) channel block. The power allocated to each user in each ehafutk

as our work complements these results. The proofs will, kewebe given Can be obtained using the same greedy procedure of the dptise
in a full journal paper version of this work [6]. but with the replacement of the global power prikén (8), (9) by
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block-dependent power prickk], which is obtained as: VI. NUMERICAL EXAMPLES

(22) We provide a numerical example of applying the equations to
characterize the boundary surface of the capacity regiothéfour
The channel access scheme and the order of SIC is identitiz to cases under consideration in a scenario of two users. Thaigao

OPT case. case is selected because it is possible to visualize theitapagions
The boundary surface is characterized by the equation: and compare the different cases. Qualitatively, the resdtry over

B the generallM -user case.
RCP:L/*/ @) [] Fn, (87) dudz (23)
TN Y AT i "

where 3 defined in (18), and the notatidm]* in (20).

1

) A. Comparison of Two-User Case
— Hi
N =
‘ ] T o2

C. SU: Maximum of Single-User Selection per Block

In this case, the solution of the optimization problems czach
channel block becomes a user selection strategy, whereséreaibe
scheduled is the one who maximizes the selection argumelityp
The only userm scheduled to transmit (MAC) or receive (BC) in
block &, and the power allocated to this user are calculated acuprdi
to:

Second USer Average Rate (bits/sec/Hz)

m = arg max (MRz‘ [k] — )\Pg[k]> (24)
) ag
where P;[k] is calculated according to:
) 1 1"
Pk = o® | — 25
=[5 - 7 #) ,
The boundary surface is characterized by the equation [8]: 0 0% Firet User Average Rate (bisiseci) 25 s
[e%S) T
B = [ @5, g (B2 e 9)
ﬁ i Fig. 1. Boundaries of the ergodic capacity regions for the-tiser case. The

. . . users are Rayleigh-faded with 10dB difference in averagmmbl qualities.
where \ in (26) is computed according to viel G q

[ aelln - tae-t e

iy o2 In Fig. 1 we show the capacity regions with the assumption
i . ) that the users channels are fading independently and wigteigh
v in (26), (27) is given by: distribution. The first user channel has 10dB better lomgrtaverage

_ - (28) channel quality over the second user channel. Any specifitt o
K Y \ the capacity boundary can be achieved by adjusting the weggh
W —(—) 7 exp ﬂ———l) ; ;
Hi i@ (uj v factorsp. We selected a relevant case in which the network average

spectral efficiency can range between 1 and 3 bits/sec/Hz.
The main conclusions we obtain from the results are:

D. CP-SU: Both Constraints « Power control is more important when the operating point of
the system has overall low spectral efficiency (to serve weak
channel users). For high spectral efficiencies, using eonst
power per block is justified and has minor detrimental effeot
the capacity of the system.

m = argmax p; Ri[k] and P[k] = P (29) « For constant transmit power systems, applying superpasiti

¢ coding provides negligible improvements to the achievadies.

R;[k] in (24) and (29) is the Shannon capacity of AWGN channel:  Thus, using single-user selection scheme in such systems is

with W () the Lambert function [9] (inverse of (z) = xe®).

In this case, the only usemn scheduled to transmit (MAC) or
receive (BC) in blockk, and the power allocated to this user are
calculated according to:

ha[k] P, K] justified. On the other hand, for systems applying optimagro
Ri[k] = log (1 + = ) control, superposition coding is useful for a range of ofiega
points.

The boundary surface is characterized by [8]: ) )
p B. Sum-Throughput Comparison for Symmetric Channels

RZQP-SU:/ I, (x)Hth (n) log (1 + 32—2) dx (30) In this example, we compare the capacity difference between
0

JAi systems applying optimal power control and constant power p

wheren, is defined as: block systems for various number of users. Since it is nosiptes
i to visualize the capacity regions for systems with more tRBan

(1 + mg%) o q users, we use instead a specific operating point within tipaaity

n=-———F (31) boundary surface. We select the maximum sum-throughpuacisp

o2 and make the analysis with assumption of symmetric usensnehs
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Furthermore, with the assumption of Rayleigh fading chémnee characterization of the capacity region in these cases iitant
can derive close-form expressions for the capacities asiifn of in order to be able to compare the performance of the system

the number of userd/. under the practical constraints. We have provided numlesiGamples

For the constant power system, we obtain: to compare the cases under consideration. Additionally, haee

M o . described the optimal resource allocation schemes to wpatathe

Reum = I Z(—l)(i’l) M exp (Zj;) F (Zj;) (32) capacity limits. This topic was studied in the literature thoe optimal

In2 ( hP hP case. However, we have extended the results in order todedhe

=1
where E; is the exponential integral function cases of the auxiliary constraints.

Ei(x) = /:0 wdu

u

For the system applying optimal power control, we obtain:

L M Y ACKNOWLEDGEMENTS
Raum = 1 Z(—l)“”( )El (iX) (33)  The work reported in this paper has formed part of the Core 4

i=1 Research Program of the Virtual Centre of Excellence in Mobi
where \ is adjusted so that the power constraint is achieved: and Personal Communications, Mobile VCE, www.mobilevomgc
o M ) whose funding support, including that of EPSRC, is grateful
hp - Z(_l)(ifl) <M> {M —iE (i/\)} (34) acknowledged. Fully detailed technical reports on thiaesh are
¢ A available to Industrial Members of Mobile VCE. The authorsud
also like to thank for the support from the Scottish Fundirauzil
for the Joint Research Institute with the Heriot-Watt Unsiy which
) is a part of the Edinburgh Research Partnership.

1

=1

10

REFERENCES
[1] D. Tse, “Optimal power allocation over parallel Gaus-
sian  broadcast channels,” unpublished, available at

www.eecs.berkeley.edudtse/broadcast2. pdf

[2] L. Li and A. Goldsmith, “Capacity and optimal resourcdoahtion for
fading broadcast channels — Part 1: Ergodic capadiBZE Transactions
on Information Theoryvol. 47, no. 3, pp. 1083-1102, Mar. 2001.

[3] D. Tse and S. Hanly, “Multiaccess fading channels — PaRdlymatroid
structure, optimal resource allocation and throughputciies,” IEEE
Transactions on Information Theqryol. 44, no. 7, pp. 2796—-2815, Nov.
1998.

[4] G. Gupta and S. Toumpis, “Power allocation over pardBalussian mul-
tiple access and broadcast channelEEE Transactions on Information

10” 10" 10° 10" 10° Theory vol. 52, no. 7, pp. 3274-3282, July 2006.

Average SNR at receivers [5] N. Jindal, S. Vishwanath, and A. Goldsmith, “On the dtyaliof

Gaussian multiple-access and broadcast channdBEE Transactions

on Information Theoryvol. 50, no. 5, pp. 768-783, May 2004.

M. Shagfeh and N. Goertz, “Ergodic capacity of blockifayl Gaus-

sian broadcast and multi-access channels for singlesetection and

constant-power,” submitted to EURASIP Journal on Wireless Commu-

nications and NetworkingApr. 2009.

[7] M. Shagfeh and N. Goertz, “Comments on the boundary ofctygacity
region of multiaccess fading channeldd appear in IEEE Transactions
From the results in Fig. 2, we can find rough estimates of syste  on Information Theory . ] )
spectral efficiencies over which the application of the camspower [8] M. Shagfeh and N. Goertz, “A new generic framework for qgamison

e R . of flexible schedulers for delay-tolerant wireless appiwss,” submitted
constraint is justified. As the number of users in the systareases, to IEEE Transactions on Comymunicatiomr_ 2009?“

the rate level, over which the constant power system appssac[9] R. Corless, G. Gonnet, D. Hare, D. Jeffrey, and D. KnuttQn“the
the optimal power control system, decreases. For examples i Lambert W function,” Advances in Computational Mathematia®l. 5,

single user system, using constant power while operatiryeal pp. 329-359, 1996.
bits/sec/Hz is very close to the optimal case. While a vali& o

bits/sec/Hz is applicable in two users system, and appratein 1.5

bits/sec/Hz forM = 10.

Spectral Efficiency (bits/sec/Hz)

Fig. 2. Differences in spectral efficiency between optinmer control (solid [6]
lines) and constant power per block (dashed lines) for iiffe number of
usersM. Rayleigh fading channels with identical long-term averagannel
qualities. Maximum sum-throughput is considered.

VIlI. CONCLUSIONS

We have derived novel closed-form equations to charaetdhie
boundary surface of the ergodic capacity region of BC chiznzed
MAC channels with sum-power constraints under practicailizuy
constraints on power per block and user selection per bldble
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