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ABSTRACT

This paper proposes a lossless re-encoding scheme for video
data which are already encoded by the MPEG-1 video
coding standard. In order to avoid any additional loss
of quality, quantized DCT coefficients and motion vectors
extracted from the original MPEG-1 bitstream are losslessly
re-encoded using an adaptive arithmetic coder. Probability
models used in the arithmetic coder are iteratively optimized
so that the number of coding bits required for the whole
group of pictures (GOP) can be a minimum. Furthermore,
H.264-like block-adaptive intra prediction is introduced into
not only I pictures but also P and B pictures to exploit
inter-block correlations of the DCT coefficients. Simulation
results indicate that the proposed scheme can reduce the
coding rate of monochrome MPEG-1 video by 12-22 %.

1. INTRODUCTION

MPEG-1 [1] was an early video coding standard published in
1993 and formed the basis of the current video compression
technology. It was mainly designed for recording video
signals in CD media at bit rates of about 1.5 Mbps, but
its range of application has been widely expanded with
the spread of multimedia environment. Consequently, a
huge amount of video contents have been stored using
the MPEG-1 standard. Recently, video coding technology
makes remarkable progress and the latest standard called
H.264/AVC [2] provides an overwhelming advantage in
coding efficiency. Unfortunately, existing video contents
already encoded by the old standard cannot enjoy such
a state-of-the-art video coding technology. Of course,
transcoding of video data from MPEG-1 to H.264/AVC is
often performed to adapt the video format for the recent
video clients. In this case, however, additional loss of image
quality is unavoidable due to nature of lossy coding schemes.
As a result, the advantage of the H.264/AVC standard is
considerably spoiled.

A similar situation is also seen in the area of still image
coding where the JPEG standard is most commonly used.
To resolve the situation, lossless re-encoding schemes which
can further compress existing JPEG images without any loss
of quality have been studied in recent years [3—5]. These
schemes extract quantized DCT coefficients from the original
JPEG image and re-encode them using more efficient entropy
coding techniques based on arithmetic coding. Moreover,
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inter-block correlations of the DCT coefficients which were
not used in the JPEG standard with the exception of DC
coefficients are exploited to improve the coding efficiency.
According to our study [6], this approach can reduce coding
rates of monochrome JPEG images by 18-28 % and would
be a promising option for new image coding technology.

In this paper, we propose a lossless re-encoding scheme
for video data which are already encoded by the MPEG-1
video coding standard. Basic algorithm of the proposed
scheme is similar to our lossless re-encoding scheme
developed for JPEG images [6] because both MPEG-1
and JPEG standards share many common components such
as DCT, quantization and Huffman encoding. A most
different point is that the MPEG-1 standard employs motion-
compensated prediction for predicted (P) and bi-directional
predicted (B) pictures to exploit temporal correlations in
video signals. Therefore, not only DCT coefficients but also
motion vectors used for P and B pictures must be losslessly
re-encoded in the proposed scheme.

2. PDF MODELING OF QUANTIZED DCT
COEFFICIENTS

Figure 1 shows an overview of the proposed re-encoding
scheme. The original MPEG-1 bitstream compressed by
Huffman encoding is decoded halfway to extract quantized
DCT coefficients and motion vectors as well as other header
information. To enable efficient re-encoding of the quantized
DCT coefficients, probability density functions (PDF) of the
DCT coefficients are modeled by the following sixteen kinds
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Figure 1: Block diagram of the proposed scheme.
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of the generalized Gaussian functions [7]:

Bty = S0 L 0n)-1[ 7).

21(1/c,)
n(cn,cn)zc% m (n=1,2,...,16), (1)

where I'(-) is the gamma function, o, is standard deviation
of the DCT coefficients and ¢, is a shape parameter which
controls sharpness of the function P,(¢). In this paper,
values of o, are chosen in advance to cover a wide range
of activity of the DCT coefficients. On the other hand,
values of the shape parameter ¢, can be changed according
to the actual PDFs. Moreover, all the blocks composed of
8 x 8 pels are classified into one of twenty classes (m =

1,2,...,20). Each class has a look-up table n,(i,j) €
{1,2,...,16} which describes assignment of the variances
{62} to the two dimensional frequencies (i,j = 0,1,...,7)

of the DCT coefficients. We call the table n,,(i, j) a variance
map here after. It should be noted that the above function
P, (1) corresponds to a PDF model of the DCT coefficients
before the quantization. In practice, a probability of each
quantization level of the DCT coefficient y = y(i, j) € Z is
given by:

T(%.q)

Pr(y|n,q) :/

T(y—14)

where n = n,(i,j) is an element of the variance map. ¢
is a quantization step-size determined by a quantization
parameter (QP) and two kinds of quantization matrices
{qx(i,j)} specified for intra coded (k= 0) and non-intra
coded (k = 1) macroblocks in the MPEG-1 standard. In
addition, T(y,q) represents a threshold between adjacent
quantization levels y and y+ 1 as shown in Figure 2. The
MPEG-1 standard employs different types of quantization
for intra coded and non-intra coded macroblocks. Therefore,
definitions of T (y,q) is described as follows,

e For intra coded macroblocks:

T(y,q) = (y+0.5)-q, (3)

e For non-intra coded macroblocks:

By (t)dt, 2)

OG+D)-q (=0
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Pr(yln,q) 2q for non-intra
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Figure 2: PDF model for quantized DCT coefficients.

In this way, probabilities for all possible quantization
levels of the DCT coefficients can be adaptively calculated
according to values of the quantization parameter QP,
quantization matrix g (7, j) and variance map ny, (i, j). These
probabilities are used for entropy coding of the actual values
of the DCT coefficients {y(i,j)}. In our implementation,
the rangecoder [8] which is known as a fast multisymbol
arithmetic coder is employed for the entropy coding process.

3. CODING OF MOTION VECTORS

In addition to the DCT coefficients, motion vectors are also
needed for lossless reconstruction of P and B pictures. In
the MPEG-1 standard, the motion vectors are detected with
half-pel accuracy and differences from the left macroblocks
are encoded using a fixed Huffman table. Instead of such
a simple DPCM approach, we employ a median prediction
technique which has been popular in the recent video coding
standard [2]. For this purpose, the differential motion vectors
extracted from the original MPEG-1 bitstream are once
reconstructed for every macroblock, and again predicted by a
median value of three motion vector components taken from
the left, above and above-right macroblocks. Finally, the
obtained prediction residuals, or differential motion vectors,
are encoded using the range coder. In this paper, a PDF
model for the differential motion vector (Avy, Avy) is defined
by the following function:

Cy
PV(AVX,Avy):a.exp{—‘n(cv,av)- /Av§+Av§‘ } )

where o is a normalization factor making the sum of
probabilities equal to one. ©, and ¢, are parameters which
control a property of the PDF model. Values of these
parameters are optimized for each P or B picture in the way
mentioned later. The function P,(Avy,Av,) is rotationally
symmetrical and its shape is given by the generalized
Gaussian function on the radius coordinate as shown in
Figure 3. By using this joint PDF model of two variables
together with the rangecoder, the differential motion vector
components can be directly encoded in a two-dimensional
form [9].

Figure 3: Joint PDF model for differential motion vectors.
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4. BLOCK-ADAPTIVE INTRA PREDICTION

In the MPEG-1 standard, coding efficiency is generally poor
in intra-coded (I) pictures because these pictures cannot
use the motion-compensated prediction. To cope with this
problem, the latest video coding standard H.264/AVC [2]
employs a block-adaptive intra prediction technique for intra-
coded macroblocks. In this paper, we introduce a similar
technique to exploit spatial correlations between adjacent
blocks. In fact, eight directional prediction modes and a
DC prediction mode used in our intra prediction technique
are almost same as the nine modes of 4 x 4 intra prediction
specified in the H.264/AVC [2], but block size for the
prediction is extended to 8 x 8 pels in conformity with the
size of DCT used in the MPEG-1 standard. Since the intra
prediction must be performed in spatial domain, the proposed
scheme has a local decoder to reconstruct image values in
blocks of causal neighbors. Figure 4 illustrates positions of
pels used for the intra prediction as shaded boxes.

In the lossless re-encoding scheme for JPEG images [6],
predicted values {£(i,j)} calculated by applying one of
the above nine prediction modes to the current block are
transformed into DCT domain. The obtained coefficients
{9(i,j)} are then quantized and subtracted from the original
DCT coefficients. By calculating the prediction residuals in
DCT domain like this, we can ensure lossless reconstruction
of the original quantized DCT coefficients. It makes the
reconstructed image also lossless if the same reconstruction
process as the standard decoder is applied.

In the proposed scheme, such an approach is taken not
only in I pictures but also in P and B pictures. For intra
coded macroblocks, the prediction residuals in DCT domain
is calculated by:

Ay(i,j):y(i,j)—Qo[j)(i,j)], (6)

where Qp[y] means a linear quantizer whose thresholds are
given by Eq.(3). On the other hand, since the motion-
compensated prediction is already carried out in non-
intra coded macroblocks, DCT coefficients {¥(i,j)} of the
motion-compensated predicted values must be considered in
calculation of the residuals:
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Figure 4: Block-adaptive intra prediction.

where Q;[y] is another type of the quantizer used for non-
intra coded macroblocks and its thresholds are defined by
Eq.(4). By encoding values of {Ay(i,j)} instead of the
original DCT coefficients {y(i, j) }, we can make use of inter-
block correlations even in the non-intra coded macroblocks
designated in the original MPEG-1 bitstream. If the motion-
compensated prediction of the MPEG-1 standard is found
to be more efficient than any of the nine intra prediction
modes, another mode of ‘No prediction’ (d = 0), that
means Ay(i, j) = (i, j), can be selected. Consequently, the
prediction mode d € {0,1,2,...,9} must be designated at
each block of 8 x 8 pels in the proposed scheme.

5. OPTIMIZATION OF CODING PARAMETERS

In the proposed scheme, parameters listed below must be
encoded together with header information of the original
MPEG-1 bitstream.

e Prediction mode d(k,1) € {0,1,2,...,9} for each block.
Class label m(k,1) € {1,2,...,20} for each block.
Variance map ny,(i, j) € {1,2,...,16} for each class.
Parameter c,, for each PDF model P,(7).

e Parameters o, and ¢, of the 2D PDF model P, (Avy,Avy)
for each frame.

These parameters are iteratively optimized prior to the actual
re-encoding process so that the following cost function
calculated in the whole GOP can be a minimum.

J=- ZlogZ Pr(Ay(l7 .]) | n, Q)
— Zlogz Pr(Avy,Avy) + Bgide ¥

The first and second terms in the right hand side of this
equation represent the number of coding bits required for
entropy coding of the quantized DCT coefficients and the
differential motion vectors, respectively. The third term
(Bsige) indicates the amount of side information on the above
parameters. Concrete procedures of the optimization for each
GOP is as follows:

(1) Initial values of the prediction mode d and the class label
m are assigned for each block of 8 x 8 pels.

(2) Optimum combination of parameters ¢, and c, is
determined for each P or B picture.

(3) For each class (m), the variance map n,, (i, j) is optimized
by selecting one of sixteen PDF models P,(t) (n =
1,2,...,16) at every frequency (i, j) of DCT coefficients.

(4) Optimum value of the shape parameter c, is chosen for
each PDF model.

(5) Re-classification of the blocks is performed by selecting
the optimum variance map n, (i, j) at every block.

(6) Optimum prediction mode (d) is re-selected for each
block.

(7) Procedures (3)—(6) are repeated until all of the parame-
ters converge
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Figure 5: Coding performance.

6. EXPERIMENTAL RESULTS

In the experiments, CIF-sized monochrome video sequences
(352 x 288 pels, 64 frames long) are once encoded into
MPEG-1 bitstreams with a GOP structure of IBBPBBP- -
(N=16,M =3). We utilize the Berkley MPEG Tools [10]
for this process. Then the obtained bitstreams are further
compressed by the proposed re-encoding scheme. Figure 5
compares rate-SNR curves of the original MPEG-1 using a
fixed quantization parameter of QP € {4,6,8,10,15,21} and
those of our re-encoding schemes. In the figure, ‘w/o intra
prediction’ means a variant of the proposed scheme where
the block-adaptive intra prediction technique is omitted. It is
shown that the block-adaptive prediction technique described
in section 4 provides 2—-6 % coding gains for the proposed
scheme. As a result, bit-rate savings of 12-22 % over
the original MPEG-1 bitstreams are attained for the tested
sequences.

Table 1: Detailed coding results for ‘Carphone’ (bits/frame).

Item Proposed scheme MPEG-1
DCT coefficients 20040.9 28119.7
Motion vectors 1690.8 1843.6
Variance maps 222.5 —
Class labels 1882.4 —
Prediction modes 343.3 —
Others 1766.6 1644.2
Total 25946.4 31607.5

Table 1 reports breakdowns of the number of coding
bits for the ‘Carphone’ sequence when the quantization
parameter is set to QP = 4. We can see that the number of
coding bits required for the DCT coefficients is remarkably
reduced by the proposed scheme.

1837



Table 2: Comparison with H.264/AVC-based tandem coding
(‘Carphone’ at 1.5 Mbps).

Coding rate (kbps) SNR (dB)

MPEG-1 1500.39 39.2
(original)

Proposed scheme 1191.51 39.2
(lossless)

H.264 High 4:4:4 7662.27 392
(lossless)

H.264 Main 1501.01 38.8

(lossy)

Additionally, the proposed scheme is tested for MPEG-1
bitstream encoded at a constant bit rate of 1.5 Mbps.
Table 2 lists the re-encoding results for the ‘Carphone’
sequence. In this table, ‘H.264 High 4:4:4’ and ‘H.264
Main’ indicate re-encoding results obtained by lossless
mode (High 4:4:4 profile) and lossy mode (Main profile)
of the H.264/AVC standard, respectively. In both cases,
full decoding of MPEG-1 bitstream is needed before the
respective re-encoding processes. This kind of approach
is often referred to as tandem coding. Although it is
possible to realize lossless re-encoding using High 4:4:4
profile of the H.264/AVC standard, such a tandem coding
approach considerably increases the coding rate as shown in
the table. On the other hand, re-encoding at the same bit
rate (1.5 Mbps) by Main profile of the H.264/AVC standard
slightly decreases SNR because it is lossy coding.

7. CONCLUSIONS

In this paper, we have proposed a lossless re-encoding
scheme for MPEG-1 video. The scheme extracts quantized
DCT coefficients and motion vectors from the original
MPEG-1 bitstream and re-encodes them using the modern
entropy coding technique based on arithmetic coding. More-
over the block-adaptive intra prediction technique inspired
by the H.264/AVC standard is introduced to exploit spatial
correlations between adjacent blocks. The effectiveness of
the proposed scheme is confirmed through the experiments
using monochrome video sequences.

The basic concept of the proposed scheme can be applied
to other video coding standards such as H.261, MPEG-2, 4
and so on. It could be useful technology because video
contents stored in the conventional video formats are still
widely available.
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