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ABSTRACT
In this paper a gradient adaptive step-size algorithm for frequency
domain adaptive filtering is proposed: the step-size adaptation is
performed by differentiating the time-domain block error at the out-
put of the block adaptive filter with respect to the step-size. By us-
ing the results obtained through a rigorous mathematical treatment
in the single-channel situation and in the presence of a partitioned
adaptive filter, an adaptation rule valid for two-channel adaptive
algorithms, which may be easily extended to multi-channel adap-
tive algorithms, is derived. Experimental results concerning stereo-
phonic acoustic echo cancellation are reported, in order to validate
the effectiveness of the proposed algorithm.

1. INTRODUCTION

The least mean square (LMS) adaptive algorithm is used in a lot of
adaptive signal processing applications, such as acoustic echo can-
cellation, because of its simplicity and ease of computation. In its
standard form, it suffers from a slow convergence, which highly de-
pends on the input vector, because the filter coefficients updating
is directly proportional to it [1]. Therefore, its normalized version
is introduced (NLMS): the normalization is performed by using the
Euclidean norm of the input vector. Anyhow, the choice of the step-
size is an open issue: there is a trade-off between faster convergence
and lower steady-state performances. Stochastic gradient adaptive
step-size approaches have been proposed to overcome this problem
[2, 3], based on the idea of using for the step-size high values when
the adaptive filter coefficients are far from the optimal solution and
small values in the steady-state condition. Variations of these al-
gorithms have been proposed, in order to lower the computational
cost, especially as regards the Benveniste’s approach [4].

The use of frequency-domain adaptive filtering is due to its in-
teresting computational cost: as a matter of fact, the adaptation pro-
cedure is performed by taking advantage of the Fast Fourier Trans-
form (FFT) efficiency (Fast-LMS) [5], allowing an improved con-
vergence with low computational requirements [1, 6], even in the
presence of long impulse responses (IRs). The main drawback of
this algorithm is the input-output delay, because it is equal to the
adaptive filter length: long IRs to be identified require long adap-
tive filters, that means a high delay. In [7], the generalization of
frequency-domain adaptive filtering to the partitioning of the adap-
tive filter is proposed: in this case, the filter length is a positive in-
teger multiple of the block size, which can be opportunely reduced
in order to lower the input-output latency.

Recent approaches for varying the step-size in single-channel
frequency-domain echo cancellation have been proposed [8, 9].
They are based on a step-size adaptation rule, derived from the com-
putation, directly in the frequency-domain, of the derivative of the
mean square error with respect to a parameter which gives an es-
timation of the misalignment. In [10] a coherence-based step-size
control is proposed and applied to stereo echo cancellation. All
these algorithms are focused on making the adaptive filtering robust
in the presence of double-talk.

In this paper, the extension of the Mathews’ stochastic gradient
adaptive step-size approach to frequency-domain adaptive filtering

is proposed, by differentiating the block error at the output of the
block adaptive filter with respect to the step-size: this operation is
performed by considering the time-domain error vector, differently
from [8, 9], in which the adaptation rule is derived in the frequency-
domain. The formula is initially derived for the Fast-LMS adaptive
algorithm, even in the presence of a partitioned adaptive filter, and
then extended to the stereophonic case, also showing the possibility
of an easy generalization to the multi-channel case. As the proposed
approach is focused on speeding up the convergence without taking
into consideration double-talk situations, it can be applied to generic
adaptive algorithms. A very recent approach concerning a bin-wise
block varying step-size control method for frequency-domain LMS
algorithm has been introduced in [11] for the same purpose, but
only in the single-channel case.

The paper is organized as follows: first, a review of Mathews’
algorithm will be presented, and then, starting from it, the proposed
gradient adaptive step-size algorithm for frequency-domain adap-
tive filtering will be analytically derived for mono and stereo (multi-
channel) case studies. Finally, some experimental results relative to
stereophonic acoustic echo cancellation (SAEC) will be reported, in
order to validate the proposed approach.

2. MATHEWS’ GRADIENT ADAPTIVE STEP-SIZE
ALGORITHM REVIEW

Considering a typical problem of impulse response identification,
the instantaneous error signal at the output of the filter at the time
instant n is defined as follows:

en = dn−xT
n wn (1)

where dn is the desired signal, xn is the input signal vector com-
posed of the L most recent samples, wn is the estimated impulse
response vector of length L and (·)T is the vector transpose oper-
ator. In [2] a variable step-size NLMS algorithm is proposed: the
step-size is updated in order to obtain a variation proportional to
the gradient of the squared error with respect to the convergence
parameter µ , as described by the following equations:

wn+1 = wn + µnen
xn

‖xn‖2 (2)

µ̂n = µn−1−
ρ

2
∂e2

n
∂ µn−1

= µn−1 +ρenen−1
xT

n xn−1

‖xn−1‖2 (3)

where ρ is a small positive constant, used to control the step-size
update, and ‖·‖2 is the Euclidean norm. As reported in [12], the
convergence requirements limit the allowed values for µn during
the adaptation. Therefore,

µn =


µmax if µ̂n > µmax
µmin if µ̂n < µmin
µ̂n otherwise

(4)

with 0 < µmin < µmax < 2.
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3. THE PROPOSED ALGORITHM

Starting from the approach reported in section 2, it is useful to ob-
tain an analogous step-size adaptation rule for frequency-domain
adaptive filtering: in this case, the error em is a column vector of
length M and eq. (3) can be rewritten in the time-domain as fol-
lows:

µ̂m = µm−1−
ρ

2
∂eT

mem

∂ µm−1
(5)

where m is the block index and M is the length of the block in which
the incoming sequence is partitioned. Assuming Xm and wm as the
input signal matrix (M×L) and the filter coefficients vector (L×1)
at index m respectively, the block adaptation rule is summarized as
follows:

ym = Xmwm−1

em = dm−ym

wm = wm−1 + µm∇m

(6)

where ∇m is the block gradient estimate. In order to calculate eq.
(5), it is necessary to introduce the differentiation rules for matrices
and vectors [13]. In the following, only the differentiation rules
used for the algorithm definition are reported:

∂AF
∂B

=
∂A
∂B

(It ⊗F)+(Is⊗A)
∂F
∂B

(7)

∂A[C(B)]
∂B

=
(

∂vec(C)T

∂B
⊗ Ip

)(
It ⊗

∂A
vec(C)

)
(8)

∂y
∂y

= vec(Iq) (9)

∂yT

∂y
= Iq (10)

vec(AD) = (Is⊗A)vec(D) = (DT ⊗ Ip)vec(A) (11)

where A is a (p× q) matrix, F is a (q× u) matrix, B is a (s× t)
matrix, C is a (r× l) matrix, y is a (q× 1) vector, D is a (q× s)
matrix and ⊗ is the Kronecker product.

Therefore, eq. (7) allows to rewrite eq. (5) as follows:

µ̂m = µm−1−
ρ

2

(
∂eT

m
∂ µm−1

em + eT
m

∂em

∂ µm−1

)
(12)

where ∂eT
m

∂ µm−1
can be calculated by using the following equation:

∂eT
m

∂ µm−1
=

∂ (dm−ym)T

∂ µm−1
=− ∂yT

m
∂ µm−1

(13)

As described in eq. (6), ym is a function of wm−1 which is in turn a
function of µm−1. Therefore, by using (8), it results:

∂eT
m

∂ µm−1
=−

(
∂vec(wm−1)T

∂ µm−1
⊗ I1

)(
I1⊗

∂yT
m

∂vec(wm−1)

)
=

=−∇
T
m−1XT

m (14)

An analogous equation is valid for ∂em
∂ µm−1

:

∂em

∂ µm−1
=−Xm∇m−1 (15)

At this stage, by using the results described by eq. (14) and (15),
the adaptation rule for the step-size in the mono-channel case for a
block adaptive algorithm can be derived as:

µ̂m = µm−1−
ρ

2
(−∇

T
m−1XT

mem− eT
mXm∇m−1) =

= µm−1 +ρeT
mXm∇m−1 (16)

The step-size µm can be calculated from µ̂m by using eq. (4) and
Xm∇m−1 can be efficiently calculated by using FFT.

3.1 IR partitioning case study
In acoustic echo cancellation applications, it is often useful to par-
tition the impulse response in order to overcome huge latency prob-
lems. The equation (6) has to be rewritten by considering the K sec-
tions in which the adaptive filter is partitioned. Considering Xk,m,
wk,m−1 and ∇k,m as the input signal, the filter coefficients and the
block gradient estimate for each section k at block index m, it fol-
lows:

ym =
K

∑
k=1

Xk,mwk,m−1

em = dm−ym

wk,m = wk,m−1 + µm∇k,m for k = 1,2, ...,K

(17)

In eq. (17), all the filter sections are updated by using the same step-
size, thus eq. (12) is still valid and the two derivatives ∂eT

m
∂ µm−1

and
∂em

∂ µm−1
can be calculated by mean of the results obtained in section

3. It results:

∂eT
m

∂ µm−1
=

∂ (dm−∑
K
k=1 yk,m)T

∂ µm−1
=−

K

∑
k=1

∂yT
k,m

∂ µm−1
=

=−
K

∑
k=1

(∇T
k,m−1XT

k,m) (18)

∂em

∂ µm−1
=−

K

∑
k=1

(Xk,m∇k,m−1) (19)

The equations (18) and (19) allow to derive the adaptation rule for
the step-size in the mono-channel case for a partitioned block adap-
tive algorithm. It follows:

µ̂m = µm−1 +
ρ

2

[
K

∑
k=1

(∇T
k,m−1XT

k,m)

]
em+

+
ρ

2
eT

m

K

∑
k=1

(Xk,m∇k,m−1) = µm−1 +ρeT
m

K

∑
k=1

(Xk,m∇k,m−1)

(20)

As already noted in section 3, the step-size µm is calculated from
µ̂m by using eq. (4) and ∑

K
k=1(Xk,m∇k,m−1) can be efficiently cal-

culated in the frequency-domain for all the k sections. These results
are consistent to those obtained in [9] for the frequency-domain, ex-
cept for the differentiation with respect to the misalignment estima-
tion, which has not been taken into consideration. In the following,
it is described as the proposed approach can be easily extended to
the stereophonic (multi-channel) case.

3.2 Extension to the stereophonic case
The extension of the proposed approach to the stereophonic case
can be easily obtained by considering the previous results. Assum-
ing a two-channel situation, where X(p)

m , w(p)
m−1 and ∇

(p)
m are the

input signal, the filter coefficients and the block gradient estimate,
respectively, for each channel p (p = 1,2), eq. (6) has to be modi-
fied as follows

ym = X(1)
m w(1)

m−1 +X(2)
m w(2)

m−1

em = dm−ym

w(1)
m = w(1)

m−1 + µm∇
(1)
m

w(2)
m = w(2)

m−1 + µm∇
(2)
m

(21)

This is a simple extension of the mono-channel Fast-LMS to the
two-channel algorithm, in which the step-size normalization factor
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in the adaptation rule involves only the auto power spectra of the
input channels.

If the two filters w(1)
m and w(2)

m are updated by using the same
step-size, eq. (12) is still valid and the two derivatives ∂eT

m
∂ µm−1

and
∂em

∂ µm−1
can be calculated by mean of the previous results. It follows:

∂eT
m

∂ µm−1
=

∂

(
dm−y(1)

m −y(2)
m

)T

∂ µm−1
=− ∂y(1)T

m

∂ µm−1
− ∂y(2)T

m

∂ µm−1
=

=−∇
(1)T

m−1X(1)T

m −∇
(2)T

m−1X(2)T

m (22)

∂em

∂ µm−1
=−X(1)

m ∇
(1)
m−1−X(2)

m ∇
(2)
m−1 (23)

At this stage, by using the results described by eq. (22) and (23), the
adaptation rule for the step-size in the two-channel case is derived
as:

µ̂m = µm−1 +
ρ

2

(
∇

(1)T

m−1X(1)T

m em +∇
(2)T

m−1X(2)T

m em

)
+

+
ρ

2

(
eT

mX(1)
m ∇

(1)
m−1 + eT

mX(2)
m ∇

(2)
m−1

)
=

= µm−1 +ρeT
m

(
X(1)

m ∇
(1)
m−1 +X(2)

m ∇
(2)
m−1

)
(24)

As already noted in previous sections, the step-size µm can be ob-
tained from µ̂m by using eq. (4) and X(1)

m ∇
(1)
m−1 and X(2)

m ∇
(2)
m−1 can

be efficiently calculated in the frequency-domain.
These results have to be matched with the results obtained in

section 3.1 in order to derive a step-size adaptation rule for a stereo-
phonic algorithm with partitioned IRs. The equation (21) has to be
modified as follows:

ym =
K

∑
k=1

(
X(1)

k,mw(1)
k,m−1

)
+

K

∑
k=1

(
X(2)

k,mw(2)
k,m−1

)
em = dm−ym

w(1)
k,m = w(1)

k,m−1 + µm∇
(1)
k,m for k = 1,2, ...,K

w(2)
k,m = w(2)

k,m−1 + µm∇
(2)
k,m for k = 1,2, ...,K

(25)

In eq. (25), the filters relative to each channel and each partition are
updated by using the same step-size, thus eq. (12) is still valid. It
results:

∂eT
m

∂ µm−1
=

∂

(
dm−∑

K
k=1 y(1)

k,m−∑
K
k=1 y(2)

k,m

)T

∂ µm−1
=

=−
K

∑
k=1

(
∇

(1)T

k,m−1X(1)T

k,m

)
−

K

∑
k=1

(
∇

(2)T

k,m−1X(2)T

k,m

)
(26)

∂em

∂ µm−1
=−

K

∑
k=1

(
X(1)

k,m∇
(1)
k,m−1

)
−

K

∑
k=1

(
X(2)

k,m∇
(2)
k,m−1

)
(27)

The adaptation rule for the step-size in the two-channel case with
partitioning of the impulse response is described as follows:

µ̂m = µm−1 +ρeT
m

K

∑
k=1

(
X(1)

k,m∇
(1)
k,m−1

)
+ρeT

m

K

∑
k=1

(
X(2)

k,m∇
(2)
k,m−1

)
=

= µm−1 +ρ

2

∑
p=1

[
eT

m

K

∑
k=1

(
X(p)

k,m∇
(p)
k,m−1

)]
(28)

As already noted in previous sections, the step-size µm can be ob-
tained from µ̂m by using eq. (4) and the quantities of interest can be
efficiently calculated in the frequency-domain.

The equation (28) can be easily generalized to the multi-channel
case, by considering P channels.

Figure 1: Scheme of a SAEC applied to teleconferencing.

(a) (b)

Figure 2: Scheme of the transmission (a) and the receiving (b)
rooms.

4. EXPERIMENTAL RESULTS

Some experimental results concerning acoustic echo cancellation
are described in this section, in order to validate the proposed
method, focusing on the stereophonic case. Fig. 1 shows a
schematic diagram of the application of stereophonic acoustic echo
cancellation for teleconferencing. The adaptive algorithm used to
identify the room IRs is described by eq. (25). ρ = 0.0004 and
µ0 = 0.001 (as initial value) have been used for the variable step-
size. It is worth underlying that ρ has to be a small positive constant,
in order to prevent µ̂m from varying too quickly. Moreover, it has
been noted that a small initial value for the step-size allows a better
control at the beginning of the convergence in terms of filter stabil-
ity. In the presence of a fixed step-size, it has been considered a
vector µ = [µ0,µ1, ...,µK−1], so that each filter section is character-
ized by a specific value for the step-size, that decreases according
to an exponential decay. Indeed, the filter coefficients have to be
weighted proportional to the expected variation of an IR: this varia-
tion gradually decreases according to an exponential behaviour that
reflects the IR energy decay [14]. In the same manner, the filter
sections have to be characterized by a step-size that exponentially
decreases, as described by the following equations:

µk =
{

const if k = 0
µk−1γ if k = 1,2, ...,K−1

(29)

where k is the section index and γ is a constant which describes the
exponential decay.

In all tests, the adaptive filter has the same length of the room
IRs (i.e. N = L = 4096 samples). It has been considered an input
block size of 256 samples, thus the adaptive filters are partitioned
into K = 16 sections. In order to overcome the non-uniqueness
problem, which characterizes the multi-channel echo cancellation,
a pre-processing of the two input channels has been applied, based
on the approach proposed in [15]. Different test sessions have been
carried out on a speech signal sampled at 16 kHz, in order to study
the performances of the proposed approach in different operative
situations:
1. a fixed speaker in the transmission room (Test 1);
2. two alternating speakers in the transmission room (Test 2);
3. a fixed speaker in the transmission room and an abrupt change

of the IRs in the receiving room (Test 3).
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Misalignment [dB] ERLE [dB]

Test 1

variable µ −11.02 −25.12
µ = 0.001 −1.08 −2.21
µ = 0.01 −6.66 −13.93
µ = 0.02 −9.17 −19.32
µ = 0.03 −10.22 −22.09
µ = 0.04 −10.52 −23.51

Test 2

variable µ −9.38 −22.16
µ = 0.001 −0.87 −2.30
µ = 0.01 −5.53 −13.54
µ = 0.02 −7.82 −18.46
µ = 0.03 −8.73 −20.33

Table 1: Misalignment and ERLE values after 10 s of simulation.

A Personal Computer running NU-Tech platform [16] has been used
for evaluating performance, according to the following aspects:
• Echo Return Loss Enhancement (ERLE)

ERLEn = 10log10
e2

n
d2

n
(30)

• Misalignment

Misalignmentm = 20log10
‖hm−wm‖2

‖hm‖2 (31)

where hm is the true echo path at block index m; the misalign-
ment has been reported for just one of the two echo paths.

4.1 Transmission and receiving rooms setup
Tests have been carried out by using the IRs measured in a real
room. Fig. 2(a) shows a scheme of the transmission room, de-
scribing the positions of speakers, microphones and loudspeakers.
The acoustic paths from SpeakerA to the microphones Mic1 and
Mic2 are used to derive the stereophonic signal sent to the receiving
room. As regards SpeakerB and SpeakerC, the real recorded signal
has been used for tests, thus the IRs matched to these positions have
not been taken into consideration.

Fig. 2(b) shows a scheme of the receiving room. Two posi-
tions for each loudspeaker have been considered: the stereo echo
canceller has initially to identify the acoustic paths from the loud-
speakers Loud1 and Loud2 to Mic1 and then the acoustic paths from
the loudspeakers Loud12 and Loud22 to Mic1, in order to test its be-
haviour in the presence of a variation in the receiving room.

4.2 Test 1
In this test session a fixed speaker in the transmission room has been
considered (SpeakerA in Fig. 2(a)). Test results are shown in terms
of misalignment (Fig. 3(a)) and ERLE (Fig. 3(b)): the step-size
behaviour is reported in Fig. 3(c). It is evident that, in the presence
of a variable step-size, the algorithm outperforms the performances
obtained with a fixed step-size, whose values totally cover the range
of values reached by the variable step-size. Indeed, too small and
too high values force the adaptive filters with a fixed step-size to
converge too slowly and too fastly, respectively, while a variable
step-size is more flexible to the different convergence stage. In Tab.
1, misalignment and ERLE values (dB) after 10 s of simulation are
reported.

4.3 Test 2
In this test session SpeakerB takes turn with SpeakerC (Fig. 2(a)).
A real recorded speech signal has been applied to the stereophonic
echo canceller. As in section 4.2, results are shown in terms of
misalignment (Fig. 4(a)) and ERLE (Fig. 4(b)): they confirm the
expected results, as shown even in Tab. 1 concerning misalignment
and ERLE values (dB) after 10 s of simulation. Step-size behaviour
has not been reported for the sake of brevity.

(a)

(b)

(c)

Figure 3: Misalignment (a), ERLE (b) and µ behaviour (c) for Test
1.

4.4 Test 3

In this test session, a fixed speaker (SpeakerA in Fig. 2(a)) as in
section 4.2 has been considered, but an abrupt change is applied in
the receiving room after about 31 seconds (shift of the loudspeakers
positions as described in Fig. 2(b)), in order to show the benefits
of the variable step-size in the presence of an echo path variation.
Results are shown in terms of ERLE (Fig. 5(a)), while Fig. 5(b)
shows step-size behaviour, confirming again the advantages of us-
ing a variable step-size algorithm.

5. CONCLUSIONS

In this paper a frequency-domain adaptive algorithm with a time-
varying step-size has been proposed, in order to improve conver-
gence performances. First, starting from previous approaches re-
lated to NLMS adaptive algorithm, a step-size adaptation rule for
Fast-LMS algorithm has been analytically derived, even consider-
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(a)

(b)

Figure 4: Misalignment (a) and ERLE (b) for Test 2.

ing a partitioned impulse response. Then, the obtained results have
been used for the extension of this formula to the two-channel adap-
tive algorithm, showing the possibility of a simple generalization
to the multi-channel case. Several test sessions concerning stereo-
phonic acoustic echo cancellation have been carried out, in order
to validate the effectiveness of the proposed algorithm in different
operative situations.
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