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ABSTRACT

In this paper, there are two contributions for multichannel noise re-
duction techniques under reverberant environments. The first con-
tribution is a theoretical analysis of previously proposed multichan-
nel spatial prediction based noise reduction technique (MSP-BF),
and discussion about the relationship between MSP-BF and MWF.
In MSP-BF, noise sources can be reduced effectively at the first
stage by multichannel spatial filtering. The desired sources are dis-
torted after the first stage. The distortion of the desired sources are
restored at the second stage by multichannel distortion-restoration
filtering. The advantageous point of MSP-BF is that this method
can reduce noise sources without the steering vectors of the desired
sources. However, there is not a sufficient theoretical analysis in the
previous paper. The second contribution is that an alternative noise
reduction technique based on the subspace filtering at the first stage,
NSR-BF, is proposed. The experimental result under a reverberant
environment is shown.

1. INTRODUCTION

For recording systems such as IC recorders or video cameras, the
noise reduction problem for the noisy microphone input signal
which is recorded under highly reverberant environments is one of
the hot research topics. Stationary noise sources that have time-
invariant spectrum can be reduced by the conventional noise can-
cellers. However, nonstationary noise sources cannot be reduced by
the noise cancellers. In this paper, the noise sources are assumed to
be nonstationary point noise sources. Multichannel noise reduction
techniques with a microphone array have been studied [1][2][3][4]
for nonstationary noise sources. Blind source separation techniques
such as independent component analysis (ICA) which uses mutual
independence between sources have been widely studied. However,
the mutual independence between sources degrades under highly
reverberant environments, and the separation performance degrades
under these environments. Generalized sidelobe canceller (GSC)
[2] is one of the major beamforming techniques. The number of
the desired sources is assumed to be 1. GSC is composed of two
stages. At the first stage, a desired source is reduced by using the
steering vector of the desired source, and only the noise sources are
estimated. At the second stage, the noise sources in the microphone
input signal are reduced by using the estimated noise sources. When
the steering vector of the desired source can be correctly estimated,
then the noise sources can be reduced accurately. However, when
the steering vector of the desired source is far from the correct value,
the desired source in the output signal is distorted (signal cancella-
tion). To overcome the signal cancellation problem, various robust
GSC methods have been studied [5][3], and these methods are suc-
cessful under less reverberant environments. However, due to the
large estimation error of the steering vector, robust GSC methods
are not successful under reverberant environments. It is pointed out
that the noise reduction framework based on Multichannel Wiener
Filtering (MWF) is robust against the estimation error of the steer-
ing vector [6]. The cost function of the original MWF is a weighted
average of the cost function of desired-source distortion and that of
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noise reduction. MWF can be executed without the steering vec-
tor of the desired source. Furthermore, the number of the desired
sources are not limited. Some of the authors proposed an alterna-
tive multichannel noise reduction technique which is a combination
method of the multichannel spatial prediction based noise reduction
and MWF (MSP-BF). MSP-BF can also reduce the noise sources
without the steering vector of the desired source. MSP-BF is com-
posed of the two stages. On contrary to the GSC based approaches,
only noise sources are reduced without any preknowledge about
the desired sources at the first stage. The distortion of the desired
sources after the first stage is restored in the second stage. The pre-
vious paper [7] is lack of theoretical analysis of the MSP-BF. In this
paper, a theoretical analysis is complemented by comparison with
MWEFE. From the analysis, we propose an alternative noise reduction
method based on the subspace processing on the first stage, which is
more suitable to the purpose of the first stage. The most important
thing for the distortion-restoration at the second stage is detection
of the period when there are desired sources (the desired-source pe-
riod). It is difficult to detect the desired-source period, when there
are nonstationary noise sources. The advantageous point of the pro-
posed two-stage noise reduction method to MWF is that the pro-
posed method can detect the desired-source period accurately after
the first stage, because signal-to-noise ratio after the first stage is
higher than that of the microphone input signal. The detection al-
gorithm for the desired-source period driven by the energy based
voice activity detection to the output signal after the noise reduc-
tion filtering at the first stage is shown. By using this algorithm, the
distortion-restoration filter can be trained more correctly. The ex-
perimental results under a reverberant environment indicate that the
proposed method can reduce noise sources with less distortion of
the desired sources than MWF and the previously proposed MSP-
BF.

2. PROBLEM STATEMENT
2.1 Setting

We focus on the noise reduction problem under the situation that
the noise-only period is obtained in advance but the preknowledge
of the desired sources is not assumed to be obtained. The image of
the noise reduction problem is shown in Fig. 1.

2.2 Input signal model

In this paper, the noise sources are assumed to be nonstationary
point sources. The desired sources are also assumed to be nonsta-
tionary point sources. Therefore, the m-th microphone input signal
at the sample time ¢, x,,(¢), can be defined as follows:

Ny—1 N,
xm(t) =Y, hlsi(t)+ Y, glmi(t)+vm(), 1)
i=0 i=0

where T is the transpose operator of a matrix/vector, Ny is the num-
ber of the desired sources, &, is the number of the noise sources,
vin(2) is the background noise, h; , is the time-invariant impulse re-
sponse of the i-th desired source at the m-th microphone, g; ,, is the
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Fig. 1. Noise reduction focused in this paper

time-invariant impulse response of the i-th noise source at the m-
th microphone, s;(¢) is [ si(f) si(t—1) sit—L+1) 7,
si(¢) is the source signal of the i-th desired source, n;(7) is defined
similarly to s;(¢), and L is the length of impulse responses. The goal
of the noise reduction is approximation of the noise reduction signal

»(2) to the desired sources at the ¢-th microphone, Z?i(;l h,-T‘cs i(t).c
is set to be the first microphone in this paper.

2.3 Subband processing

The length of impulse responses are quite long under reverberant
environments. The noise reduction at the time domain requires
high computational cost. To reduce computational cost, the micro-
phone input signal is converted into the subband domain by discrete
Fourier transform (DFT) modulated filterbank [8]. The microphone
input signal at the subband domain can be depicted as follows:

N;—1
X (k1) = 2 him

i=0

N,—1
(k)Tsi(k, r)+ 2 giﬁm(k)Tni(k,r) +vm(k,r),
i=0
o . . )
where k is the bin index at the subband domain, all variables with
the suffix (k,r) is the r-th variables at the £-th bin, and the variables
with the suffix (k) is time-invariant variables at the k-th bin. The
downsampling ratio is set to be R, and t = Rr. To simplify the
formulation of the noise reduction methods, the microphone input
signal x,, (k,r) is depicted with the matrix form as follows:
w(kr) =] a1 (k) @(kr) ek’ 17 0)
where M is the number of the microphones, ,,(k,7) is
[ Xm(k,r) X (k,r—1) xm(k7V*L/‘+ 1) ]T, ande is the
length of the noise reduction filter.

3. MULTICHANNEL BEAMFORMING TECHNIQUES
3.1 Multichannel Wiener Filter

A. Spriet pointed out the noise reduction performance of MWF
based methods are extremely free from the steering vector error
of the desired sources [6]. MWF reduces the noise source by the
multichannel noise reduction filter w sy (k,7) as follows:

yik,r) = wagpr (k,r) @ (k,r), “
where H is the Hermite transpose, and y(k,r) is the output signal.

The cost function of the MWF, Lygyr(w(k,r)), is defined as fol-
lows:

,uw(k,V)HIE[:B(/(,r)ac(k7 r)H]nw(k,r)
+ ]E[ch(k"r)_w(kvr)H;E(k?r)Hz]ﬁ

LMWF('w(kvr))

®)

where E[x] is the mathematical expectation of the variable x, E[x],
is the expectation at the noise-only period, E[x] is the expectation
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at the desired-only period when there are only desired sources, the
first term in Eq. 5 is the cost function for the residual noise power,
the second term is the cost function for the desired-source distor-
tion, and u is the tradeoff parameter between the residual noise
power and the desired-source distortion. wgyr (k,r) which fulfills
aLMWF(U)(k,)‘))

dwilky) 0 is obtained as follows:

wywr (k,r) = (R (K) + Ry(k) ™' Ry (k) ©)
where R, (k) is the second order statistics (SOS) of the
noise sources and is E[z(k,r)x(k,#)¥),, Rs(k) is the SOS of
the desired sources and is E[z(k,r)x(k,r)¥]s, and Ry (k) is
E[x(k,r)x(k,r)*]s (x is the operator for complex conjugate). Under
the assumption that the noise-only period is given, the SOS of the
desired sources R (k) is approximated as R (k) ~ Ry (k) — R, (k),
where Ry (k) = E[x(k,r)ax(k, )] iy is the SOS of the microphone
input signal at the desired-source period when there are both the de-
sired sources and the noise sources. Ry (k) is also approximated
by Ry (k) = Ry (k) — Ry (k). In these operations, the statistics
of the noise sources at the desired-source period are assumed to be
the same as that at the noise-only periods. Actually, the expectation
of each variable is replaced by the simple average. In this paper, the
noise-only period are assumed to be selected to identify the noise
sources to be reduced.

3.2 Multichannel spatial prediction based beamforming

Recently, some of the authors have proposed a two-stage beamform-
ing on the subband domain, a multichannel spatial prediction based
beamforming (MSP-BF) [7]. At the first stage, noise reduction fil-
ter which reduces the noise sources at each microphone is obtained
without any preknowledge about the desired sources. The noise
sources in each microphone is predicted by the noise sources in the
other microphones. Residual noises in the output signal after the
first stage are little, but the desired sources are distorted in the out-
put signal. This distortion can be restored at the second stage by
using a multichannel distortion-restoration filter. Noise reduction
filter at the m-th microphone, a,(k), can be obtained as follows:

argminE| [ (k. ) — @ (K5, (k,) |2,
a,(k

Viu(k) ™' Cou (k)

an (k)

(M

where x¢,(k,r) is a multichannel input signal which excludes the
m-th microphone input signal, the length of x¢,(k,r) is set to be
(M —1)Ly, L is the length of the noise reduction filter, V,(k) is
E[xS, (k, ) xS, (k, )], and C., (k) is E[xS, (k, )% (k,7)*]n. @m(k)
is a prediction filter of the noise source in the m-th microphone.
Subtracting the predicted noise component a,, (k)7 xS, (k,r) from
xm(k,r), a noiseless signal y 7 (k,7) = xp(k,r) — am(k)? @&, (k,7)
can be extracted.

The residual noise after the first filtering is minimized, but the
desired sources after the first filtering are distorted because there are
no constraint to the desired sources. This distortion is restored at the
second stage. From the multichannel distorted desired sources, the
less distorted desired sources can be extracted by the multichannel
restoration filter w;y (k) as follow:

ve(k,r) = waie (k) Ty s (k,7), ®)

the output signal after

filtering, yr(k,r)

where ve(k,r) is
the distortion-restoration
[ yf,l(kvr)H yf,Z(k7r)H ny(kur)H ]Ha yf,m(k7r) =

[ yf_’m(k,l’), yf,m(k:”—l) yf,m(kar_L2+1) }H’ Ly is
the length of the distortion-restoration filter for each microphone.



wy;s (k) is obtained as follows:

wyig (k) = arg‘rrzir)lE[ch(k,r)—wd,-sr(k)Hyf(k,r)IP]s
+ UE[|[wais (K) Ty (k,r) |
= (Ry(k)+uRyu(k)) " Ry (k), ©)
where Ry(k) = Elysk,r)ysk,r)"]s, Ry, (k) =
E[yf(k,r)yf(k,r)H}n, Ry (k) = Elys(k,r)xc(k,r)*]s, and

E[]s is replaced by E[],;ix — E[],. The quality of the output signal
after the distortion-restoration filtering depends on the estimation
accuracy of the statistics of the desired sources, R, (k) and Ry, (k).

4. THEORECTICAL ANALYSIS OF MSP-BF

Theoretically, MSP-BF is closely related to MWF. In this section, a
theoretical relationship between MSP-BF and MWF is shown.

4.1 Analysis of the first noise reduction filter in MSP-BF

The multichannel input signal (Eq. 2) can be transformed into the
matrix form as follows:

Zn(kr) = H(K)s(k,r) + Gou(Bn (k) +om(hr),  (10)
where x,,(k,r) is originally defined as the Ly vector, but in this
subsection, @,(k,r) is re-defined as the L; vector. s(k,r) =
[ so(k, )T sn,—1(k,r)T 1T, n(k,r) is defined similarly to
s(k,r), vy (k,r) is a L) dimensional vector from vy, (k,7), H,, (k) =
[ Hom(k) Hyu(k) Hy _1,(k) |, Hi(k) is a L} x
(L1 4+ L — 1) Sylvester matrix made by h;,,(k), and G,,(k) is de-
fined similarly to H,, (k). In the noise-only period, «,,(k,r) can be
approximated as follows:

zpm(k,r) = Gpuk)n(k,r), (11)
where the background noise is neglected. Under the condition that
(M —1)L; is larger than N,(L + L; — 1) and the impulse response
of each noise source does not share a common zero [10], the ideal
prediction filter at the first stage, @jjeqrm(k), can be depicted as
follows:

aideal,m(k) = argr(rllfi)n]E[xm (k,r) — am (k)H:L';q (k7)]n
= oI~ 4G5 ) )

= (GLmD) G, (12)
where G, (k)[1] is the first row of G, and G&, (k)™ is the general-
ized inverse matrix of G¢,(k). G¢,(k) is defined as follows:

G,k =] Gi)"... Gua(O" Gun(k) U3
The estimated prediction filter by Eq. 7, a,, (k), can be expanded as
follows:

am(k) = (G& (k) Run(K) G4, (K)T) ' G, (k) Ry (k) G (k) [1]7

where R,,(k) = E[n(k,r)n(k,r)¥]. Assuming that each noise
source is a white Gaussian signal and each noise source has a same
power, Ry, (k) can be approximated by o(k)E (E is the identity
matrix). In this case,

an(k) = (G}, (k) Gy, (K)) 'G5, (G (k)1 (15)
When (M —1)L; equals to N,(L+L; — 1) and the impulse response
of each noise source does not share a common zero, a,(k) equals
t0 @jgear m(k). When each source is not a white Gaussian signal,

Gk 7.
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ap(k) is different from @;geqsm (k). To simplify the following dis-
cussion, the output signal after the first noise reduction filtering is
transformed as follows:

Vram(kor) = am (k)7 & (k. 1), (16)
where &(k, r) is a ML -dimensional multichannel microphone input
signal, and &, (k) is defined as follows:

am(k) =[ —am(k)[1] —am(k)[2] —am (k)[(m —1)L,]
IT  —au(k)[(m—1)L1 +1)
—am(kK)[(M=1)L1] T, an
wherer I is a L; dimensional vector defined as
[1 O 0 7. Furthermore, the L, dimensional vec-

tor, Y ,m (k, ) is denoted as follows:

Yrmk,r)T = Ap(k)a(k,r), (18)
where @ (k,r) is a L dimensional vector, Ly is settobe Ly +Ly — 1,
and A,, (k) is a Sylvester matrix of (&, (k)%)7.

4.2 Analysis of the distortion-restoration filtering at the second
stage

yr(k,r), can be described in a matrix form as follows:

yr(k,r) = A(k)x(k,r), (19)
where A(k) is [ Ay(k)T Ay(K)T 7. Furthermore, the
noise sources and the desired sources in «(k,r) can be represented
as follows:

x(k,r) = A (k)s(k.r)+ 9 (k)n(k,r), (20)
where (k) = [ Hy(k)T Hy()" |7, and 9(k) =
[ Gi(k)T Gu(k)T 1T (Hu(k) and G(k)T are Ly x
Ny(Ly+L— 1) matrices). The distortion-restoration filter w;s (k)
can be expanded as follows:

(B(k) Rss (k) B(k)" + D (k) Ry (k) D (k)') !
B(k) Ry (k) He(k)[1]7, @1

where Ry (k) = E[s(k,r)s(k,r)"]s, B(k) = A(k)o(k), D(k) =
A(k)9 (k). D(k) is regarded as a blocking matrix for the noise
sources. Therefore, D (k) Ry, (k) D (k) is a residual noise term af-
ter the first filtering. When each desired source is a white Gaussian
signal and has a same power and the blocking of the noise sources in
the first stage is performed completely, w;, (k) can be transformed
as follows:

Wdist (k)

wai (k) = (B()BK)") ' B H(W)[1]T. (22)
B(k)isa MLy x Ns(Ly+L—1) matrix and Ly = L1 +L, — 1. Un-
der the condition that L, is larger than NS(;}%&_Z) and the impulse
response between each source position and the output signal after
the first stage at each microphone has no common zero, the ideal
distortion-restoration filter, Wyjst jdeqt (k), is (B ()" H(k)[1]H.
Therefore, w ;s (k) is also an approximation of the ideal distortion-
restoration filter. From Eq. 8, the output signal of the MSP-BF can
be represented as follows:

H_(k)[1] Rys (k) B(k)" (B (k) Rys (k) B (k)" +
uD (k) Ry (k) D(k)™) "' Ak) (k). (23)

Ye(k,r)



4.3 Relationship between MSP-BF and MWF

The output signal of MWF can be represented as follows:

H (k) [1) R () 2 ()" (A (k) Rys (k) 7 ()" +
1Y (k) R (k)9 (K)1) ™ (k. 7). 24)

ymwf(kyr) =

From comparison Eq. 24 with Eq. 23, the difference between MSP-
BF and MWF is existence of the prefiltering structure. When the
noise reduction filter A(k) is invertible, MSP-BF equals to MWF.
However, the noise reduction filter A (k) isa MLy x M(Ly+L; — 1)
matrix. Therefore, when L; > 2, A(k) is not invertible and the
output signal of MSP-BF does not equal to that of MWEF.

5. AN IMPROVED TWO-STAGE NOISE REDUCTION
STRUCTURE

5.1 An alternative noise reduction structure at the first stage

The spatial prediction based noise reduction can be regarded as a
null beamforming, the noise reduction filter is orthogonal to the
subspace spanned by the noise sources. However, the spatial pre-
diction does not deal with the subspace of the noise sources directly.
Motivated by the subspace approaches, an alternative noise reduc-
tion structure based on the noise subspace reduction (NSR-BF) is
shown. The m-th noise reduction filter, d,, (k), is set to be the eigen
vector whose eigen value is the m-th smallest eigen value of the
matrix R, (k). The /; norm of each eigen vector is set to be 1.
R, (k) can be transformed as R, (k) = (k) R, (k)4 (k). When
each noise source is a white Gaussian signal and has a same power,
R, (k) = 9 (k)4 (k). When ML > N,(L+L; — 1), the rank of
the ML x ML| matrix .4 (k)4 k)", is N,y(L+L; —1). There-
fore, there are some subspaces whose eigenvalues are zero, and
dn (k)79 (k)4 (k)" d,y (k) = 0. dp(k)T is orthogonal to ¥(k), and
the noise sources are reduced in the output signal after the filtering
by d,, (k). The cost function of this process can be interpreted as
follows:

_m dn (k)" Ry (K)dyn (k)
) k) Rer ()l ()
o Ry(k)dy(k) = SNR,, Ry dyy, (k)

|
SNR,, R (k)dy (k) = Rydi (k) (25)

where SNR,,, is the m-th biggest ratio of the desired sources to the
noise sources at the output signal of d, (k), R, (k) is a tentative co-
variance matrix of the desired sources and is set to be the identity
matrix, argmax(’"> returns the argument which has the m-th biggest
value. Therefore, the m-th smallest eigen value of R, is correspond-
ing to the m-th biggest SNR value. When the noise sources are not
white signals, the frequency characteristic of d,, (k) tends to reduce
the dominant frequencies of the noise sources in the spectral do-
main (not in the spatial domain). This effect is prominent when the
assumed desired sources do not contain these frequencies. How-
ever, because each desired source in Rv(k) is assumed to be a white
signal, Ry (k) has all frequencies. Therefore, extreme reduction of
particular frequencies in the frequency characteristic of d,,(k) is
expected to be suppressed. d,,(k) can be used by an alternative of
the noise reduction filter &, (k) at the first stage. When the actual
covariance matrix of the desired sources are far from Ry(k), the
output signal after the first stage is distorted, but this distortion can
be restored at the second stage.

5.2 An energy based VAD after the first filtering

The detection of the desired-source period is important for the es-
timation of the distortion-restoration filter. When the noise sources
are nonstationary, a simple energy based VAD is not adequate.
ICA-based VAD [9] requires direction of arrival of the desired
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sources. To detect the desired-source period without any preknowl-
edge about the desired sources, an energy based VAD by utilizing
the output signal after the first filtering is shown in this subsection.
The advantageous point of the two stage filtering structure is that
SNR (signal to noise ratio) of the output signal after the first filter-
ing is expected to be higher than the unprocessed microphone input
signal. Therefore, even when the noise sources are nonstationary
sources, the desired-source period can be detected by the simple
energy based VAD from the output signal after the first filtering.
The output signal after the first filtering, noise sources are
highly reduced and the desired sources are distorted. The noise re-
duction filter at the first stage makes the spatial nulls toward the
transfer function of the noise sources. When the transfer function
of the desired sources are different from that of the noise sources,
the desired sources are not crucially reduced. Therefore, compared
with the noise sources, the remaining power of the desired sources
are big. A sample of a waveform after the first filtering by NSR-
BF is shown in Fig. 2. It is shown that the desired sources can be

(a) desired speech signal
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Fig. 2. A sample of a waveform after the first filtering by NSR-BF

extracted. By utilizing this phenomenon, the desired-source period

can be extracted via energy based VAD. The proposed algorithm is

shown as follows:

1. Log-power of the output signal after the first filtering is divided
into two clusters.

2. The bigger cluster is regarded as the desired-source period, and
the smaller cluster is regarded as the noise-only period.

3. Each time period is divided into the noise-only period or the
desired-source period.

4. In the noise-only period, the SOS of the noise sources, R, (k),
is replaced by Ry, pew (k). Ry new(k) is the SOS of the detected
noise-only period. In the desired-source period, the SOS of the
noisy input signal, R, (k) is updated.

5.3 Flow of proposed method

Flow of the proposed method can be summarized as follows:

1. The first noise reduction filter d,, (k) is estimated by Eq. 25 from
the pre-given noise-only period. The output signal after the first
noise reduction filtering can be calculated.

2. From the output signal after the first noise reduction filtering,
the desired-source period is detected by the energy based VAD
shown in sec. 5.2;

3. The distortion-restoration filter is updated by Eq. 9 from the
detected-source period and the detected noise-only period.



4. The distortion of the output signal after the first filtering is re-
stored at the whole period.

6. EXPERIMENT
6.1 Condition

The proposed method was evaluated at a reverberant environment.
The reverberation time was about 300 ms. Impulse responses were
measured at the environment, and the evaluation data was made
by the convolution of dry sources with the measured impulse re-
sponses. The sampling rate was set to be 8 kHz. The downsampling
ratio R was set to be 56 pt (point). The length of the low-pass filter
for the analysis/synthesis filterbank was 3584 pt. The number of
the microphones was 3. The equilateral triangle microphone array
(4 cm on a side) was used. The number of the desired sources was
set to be 1 or 2. The number of the noise sources was set to be
2. One noise source was a speech source, and another noise source
was a pink noise source. The proposed two stage noise reduction
techniques were compared with MWE. The length of the noise re-
duction filter of MWF, L, was set to be 12. In the proposed meth-
ods, the length of the first noise reduction filter, L; was set to be 8,
and L, was set to be 5. Therefore, Ly = Lj + Ly —1is 12, and L
is equivalent to that of MWF. The evaluation measure are MFCC
distance, and SNR improvement. MFCC distance is the evalua-
tion measure for the desired-source distortion, and SNR improve-
ment is a performance measure the noise reduction. MFCC distance
is MFCC(kouh kdesired) = leio Hkout(i) - kdesired(i)|‘2~ kour is the
MFCC coeficients of the output signal after the noise reduction, and
Kgesireq 18 that of the desired source signal in the c-th microphone.

The dimension of the MFCC coeficients is set to be 13. SNR
improvement is SNR;;,, = SNR,,; — SNR;,. SNR;;, is the ra-
tio between the desired sources and the noise sources in the c-
thmicrophone input signal, and SNRy,, is the ratio between the de-
sired sources and the noise sources in the output signal of the noise
reduction system.  is changed from 1.0 to 10.0 at 1.0 intervals,
and is changed from 10.0 to 100.0 at 10.0 intervals.

6.2 Results

When the number of the desired sources is 1, the experimental re-
sults are shown in Fig. 3. The different point from “NSR-BF” and
“MSP-BF” is only the first filtering structure. “NSR-BF+VAD” is
the noise reduction which uses the first filtering by NSR and detec-
tion of the desired-source period from the output signal after the first
filtering. In this result, the parameter u is regarded as an intermedi-
ate variable. SNR;, is set to be 0 dB. The noise reduction method
reduces noise at the expense of the distortion of the desired sources.
The rapid increase of SNR;,,, is desirable to the increase of MFCC
distance. In this viewpoint, MWF is superior to MSP-BF, but NSR
is superior to MWF. This means the noise reduction performance of
the first filtering of NSR is superior to MSP-BF. Furthermore, NSR-
BF+VAD is superior to NSR. The proposed detection algorithm of
the desired-source period is shown to be effective. In Fig. 4, the
experimental result when there are 2 desired sources at SNR 0 dB
is shown. NSR-BF+VAD also achieves the best performance.

7. CONCLUSION

In this paper, a two-stage noise reduction method which is com-
posed of the noise reduction stage and the distortion-restoration
stage is discussed. Theoretical analysis of the previously proposed
MSP-BF is shown. From the analysis, an alternative structure for
MSP-BF, namely NSR-BF, is proposed, and the energy based voice
activity detection to the output signal after the noise reduction stage
is proposed. The experimental results under a reverberant environ-
ment show that NSR-BF is superior to the conventional methods.
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