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ABSTRACT 

This paper investigates the efficiency of unbalanced versus 

balanced multiwavelets in stereo correspondence matching. 

A multiwavelet transform is first applied to a pair of stereo 

images to decorrelate them into a number of subbands. In-

formation in the approximation subbands of an unbalanced 

multiwavelet carries different spectral content of the input 

image while the balanced multiwavelet approximation sub-

bands produce similar spectral content of the input image. 

Hence, the application of the approximation subbands of the 

unbalanced multiwavelets in disparity map generation could 

produce more accurate results compared to that of balanced 

multiwavelets. A global error energy minimization technique 

is employed to generate a disparity map for each approxi-

mation subband. The information in the resulting disparity 

maps is then combined using a Fuzzy algorithm to generate 

a dense disparity map. Simulation results show that the un-

balanced multiwavelets produce a smoother disparity map 

with less mismatch errors compared to that of balanced mul-

tiwavelets. 

1. INTRODUCTION 

Stereo correspondence matching is a long-standing topic, 

which has attracted much research interest over the past 

decades.  In stereo correspondence matching algorithms, the 

best correspondence points between the images taken at the 

same time but from slightly different viewpoints are found 

and used to generate a disparity map. The disparity map 

along with the stereo camera parameters are then used to 

calculate a depth map and produce a 3D view of the scene. 

However, finding the correct corresponding points between 

the two views poses a number of potential problems such as 

occlusion, ambiguity, illumination variation and radial 

distortion [1]. 

The correspondence matching algorithms are categorized 

into area-based (local) and energy-based (global) 

algorithms. In area-based methods a disparity vector for 

each pixel within a window search area is calculated using a 

matching algorithm while in energy-based methods, the 

disparity vector is determined using a global cost function 

minimization technique. The area-based methods are fast 

but they produce descent results, while global methods are 

time consuming and generating more accurate results. 

Stefano et al [2] proposed an area-based correspondence 

matching method which is based on the uniqueness and 

constraint and relies on the left-to-right matching phase. 

Yoon et al [3] introduced a correlation (local) based 

correspondence matching technique, which uses a refined 

implementation of the Sum of Absolute Differences (SAD) 

criteria and a left-right consistency check. This algorithm 

uses a variable correlation window size to reduce the errors 

in the areas containing blurring or mismatch errors. Another 

local-based algorithm was reported by Yoon and Kweon [4], 

which uses different supporting weights based on the color 

similarity and geometric distances for each pixel in the 

search area to reduce the ambiguity errors.  

Ogale and Aloimonos [5] proposed a global-based 

correspondence matching algorithm, which is independent 

of the contrast variation of the stereo images. This algorithm 

relies on multiple spatial frequency channels for local 

matching and a fast non-iterative left/right diffusion process 

for the global solution. An energy-based algorithm for stereo 

matching, which uses a belief propagation algorithm, was 

presented in [6].  This algorithm uses a hierarchical belief 

propagation to iteratively optimize the smoothness of the 

disparity map. It delivers a fast convergence by removing 

redundant computations. Choi and Jeong [7] proposed an 

energy-based stereo matching technique, which models the 

intensity differences between the two stereo images using a 

uniform local bias assumption. This local bias assumption is 

less sensitive to intensity dissimilarity between the stereo 

images when the normalized cross correlation matching cost 

function is used.  The resulting information from the cost 

function and the fast belief propagation algorithm are 

combined to generate a smooth disparity map. 

Recently, multiresolution based stereo correspondence 

matching algorithms have received much attention due to 

the hierarchical and scale-space localization properties of 

the wavelets [8-10]. This allows for correspondence match-

ing to be performed on a coarse-to-fine basis, resulting in 

decreased computational costs. Sarkar and Bansal [9] 

presented a multiresolution based correspondence matching 

technique using a mutual information algorithm. They 

showed that the multiresolution technique produces 

significantly more accurate matching results compared to 

correlation based algorithms with less computational cost.  

 

18th European Signal Processing Conference (EUSIPCO-2010) Aalborg, Denmark, August 23-27, 2010

© EURASIP, 2010   ISSN 2076-1465 1509



Scaling Function 1 Scaling Function 2

Wavelet Function1 Wavelet Function 2

Scaling Function 1 Scaling Function 2

Wavelet Function1 Wavelet Function 2

a)  Balanced GHM multiwavelet

b) Unbalanced GHM multiwavelet
 

Figure 1 – GHM multiwavelet with multiplicity 2 and approxima-

tion order 2: a) balanced, b) unbalanced. 

Research has shown that unlike scalar wavelets,  

multiwavelets can possess orthogonality (preserving length), 

symmetry (good performance at the boundaries via linear-

phase), and a high approximation order at the same time 

[11], which could potentially increase the accuracy of the 

correspondence matching techniques. In spite of their highly 

desirable advantages compared to scalar wavelets, 

multiwavelets have been little investigated in the literature 

for stereo correspondence matching. Bhatti and Nahavandi 

[10] proposed a multiwavelet based stereo correspondence 

matching algorithm. In the matching process, they use 

wavelet transform modulus maxima as the matching feature 

in the coarse level to generate a disparity map. This is then 

followed by the coarse to fine strategy to refine the disparity 

map up to the finest level. 

This paper investigates the use of balanced and unbalanced 

multiwavelet transforms in stereo correspondence matching.   

A multiwavelet transform (either balanced or unbalanced) is 

applied to the input stereo images to decompose them into 

their subbands. A global error energy minimization 

algorithm is then employed to generate a disparity map for 

each of the approximation subbands. A fuzzy algorithm is 

then used to combine the resulting disparity maps and 

generate a dense disparity map.  

The rest of the paper is organized as it follows. Section 2 

presents a brief review of the multiwavelet transform. The 

proposed stereo matching technique is discussed in Section 

3. Experimental results are presented in Section 4 and the 

paper is concluded in Section 5. 

2. MULTIWAVELET TRANSFORM 

Multiwavelet transforms operate on a similar principle to 

scalar wavelets and can be considered as a multichannel 

version of scalar wavelets. Classical wavelet theory is based 

on the refinement equations as given below: 

          

( ) ( )

( ) ( )∑

∑
∞=

−∞=

∞=

−∞=

−=

−=

k

k
k

k

k
k

ktmgt

ktmht

ψψ

φφ

  (1) 

where ( )tφ  is a scaling function, ( )tψ  is a wavelet function, 

kh and kg  are scalar filters and m represents the subband 

number. In contrast to the wavelet transform, multiwavelets 

have two or more scaling and wavelet functions. The set of 

scaling and wavelet functions of a multiwavelet in vector 

notation can be defined as:  

( ) ( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( ) ( )[ ]Tr

T
r

ttttt

ttttt

ψψψψ

φφφφ

...

...

321

321

≡Ψ

≡Φ
 (2) 

where ( )tΦ and ( )tΨ  are the multi-scaling function and 

respectively the multiwavelet function, with r scaling and 

wavelet functions. A multiwavelet with two scaling and 

wavelet functions can be defined in a similar fashion to the 

wavelet transform given in equation (1) as shown in [12]: 
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where kH  and kG are rr × matrix filters and m is the sub-

band number. In the case of scalar wavelets 1=r , while 

multiwavelets support 2≥r . In this paper the value of r  

restricts to 2 . Figure 1 shows an example of GHM balanced 

and unbalanced multiwavelet basis functions with multiplic-

ity 2=r   and approximation order 2 [11, 13]. 

Similar to wavelet transforms, multiwavelets can be imple-

mented using Mallat's filter bank theory [8]. Figure 2 shows 

the analysis and synthesis stages for a  1-D multiwavelet 

transform and one level decomposition, where blocks G  

and H  are the low-pass and high-pass analysis filters and 
~G and ~H are the low-pass and high-pass  synthesis   fil-

ters. The multiwavelet    transform    is    separable,    hence   

a  2D   multiwavelet  transform  can   be  calculated  via   

two       successive   1D    multiwavelet    transforms,     first  
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Figure 2 – Analysis/synthesis stage of a one level multiwavelet 

transform. 

performed on the image rows and then performed on the 

resulting columns. Therefore, by applying a one level 2D 

multiwavelet with multiplicity of 2, sixteen subbands are 

generated, which four are approximation subbands.  

Multiwavelets support symmetry, orthogonality and ap-

proximation order higher than 1 simultaneously, while scalar 

wavelet does not allow theses extra degree of freedom. Syn-

thesis and analysis stage of a multiwavelet with multiplicity 2 

produces four different approximation subbands. Analysis 

filter banks that multiwavelet transforms usually use have 

poor frequency characteristics. Therefore the approximation 

subbands contains some of the high frequency information. 

In the case of unbalanced multiwavelets, the resulting ap-

proximation subbands carry different spectral content of the 

image information, while the balanced multiwavelets ap-

proximation subband produce similar spectral content of the 

original image [17]. This feature of unbalanced multiwave-

lets has the potential to increase the accuracy of the calcu-

lated disparity maps and reduce the number of erroneous 

matches compared to that of balanced multiwavelets. Figure 

3 gives a visual  comparison of the resulting subbands for the 

Antonini 9/7 scalar wavelet, as well as for the balanced and 

unbalanced GHM multiwavelets applied to Lena test image. 

The results are shown in Figures 3(a) to 3(c). As it can be 

seen from Figure 3, multiwavelets generate four subbands 

instead of each subband that a wavelet creates. The resulting 

unbalanced multiwavelet subbands carry different spectral 

content of the original Lena test image, while the balanced 

multiwavelet subbands produce similar spectral content of 

the Lena test image. More information about the generation 

of multiwavelets, their properties and their applications can 

be found in [11-13]. 

3. MULTIWAVELET BASED STEREO 

MATCHING TECHNIQUE 

A block diagram of the multiwavelet based stereo matching 

technique using the global error energy minimization algo-

rithm is illustrated in Figure 4. A pair of stereo images is 

input to the stereo matching system. The images are first 

rectified to suppress the vertical displacement. A multiwave-

let transform is then applied to the input stereo images 

which decomposes them into their subbands as shown in 

Figure 5, where yxLL represent the approximation  subbands 

and yxHL , yxLH and yxHH  are the detail subbands, with 

2,1=x  and 2,1=y . For the propose of this paper, only 

one level of decomposition is used. The pre-filtering  

process  used  in  this  paper  is  a  repeat row type, which 

means  that  after  one  level of decomposition, the resulting 

(a) (b) (c)
 

 

Figure 3 – Single level decomposition of Lena test image (a) 

Antonini 9/7 wavelet transform,  (b) balanced GHM multiwavelet 

transform and (c) unbalanced GHM multiwavelet transform. 

 

size of the four approximation subbands will be the same as 

the size of the original image. In the case of the unbalanced 

multiwavelet, each of the four resulting LL  subbands    is   

an    approximation   of   the    input   image with different 

spectral content of the input image, while the resulting 

LL subbands of the balanced multiwavelet carry similar 

spectral content of the input image. In addition to this, the 

information in the approximation subbands is less sensitive 

to the shift variability of the multiwavelets. Hence, ap-

proximation subbands are used to generate the correspon-

dence matching. The same approximation subbands in the 

two images are then passed to a regional based stereo 

matching block. The matching algorithm uses a global  error 

energy minimization technique [14] to generate a disparity 

map between the two input subbands. This global error en-

ergy minimization technique is briefly described in sub-

section 3.1. The matching process outputs four disparity 

maps. These maps are then combined using a Fuzzy algo-

rithm to generate a dense disparity map which reduces the 

number of erroneous matches. 

 

3.1 Global Error Energy Minimization technique 
The Global Error Energy Minimization (GEEM) technique 

[14] calculates a disparity vector for each pixel. It searches 

for the best match for each pixel in the correspondence 

search area of the other image using an error minimization 

criterion.  For RGB images, the error energy criterion can be 

defined as: 

∑
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where 1I  and 2I  are the two input images,  

),,,( yxen wwjiEr is the energy difference of the pixel 

),(2 jiI and pixel ),(1 yx wjwiI ++ , xd  and yd are the 

maximum displacements around the pixel in the x  and re-

spectively y directions , m and n are the image size and  k  

represents the three components of an RGB image. 

In order to determine the disparity vector for each pixel in 

the current view, the GEEM algorithm first calculates enEr  

of  each  pixel  with  all  the  pixels  in  its  search area in the 
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Figure 4 – Block diagram of the multiwavelet based stereo matching 

technique using the global error energy minimization algorithm. 
 

correspondence    image .   For    every   disparity    vector 

),( yx ww in the disparity search area, the energy of the error 

is  calculated  using  equation (4)  and  placed into a  matrix.  

Each of the resulting energy error matrices is first  filtered  

using an  average filter to  decrease the  number of incorrect 

matches [15]. The disparity index of each pixel is then de-

termined by finding the disparity index of the matrix which 

contains the minimum energy error for that pixel. In order to 

increase the reliability of the disparity vectors around the 

object boundaries, which is the result of object occlusion in 

images, the generated disparity map undergoes a threshold-

ing procedure as it follows: 
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where ),(
~

jid  is the processed disparity map, ),( jid  is the 

 
Figure 5 – Multiwavelet subband structure for one level of decom-

position. 

disparity map, α  is a tolerance reliability factor, 
),( jiEren is the minimum error energy of the pixel ),( ji cal-

culated and selected in the previous stage. Finally a median 

filter is applied to the processed disparity map, ),(
~

jid  to 

further smooth the disparity map.  

4. SIMULATION RESULTS 

In order to investigate the performance of the unbalanced 

multiwavelet compared to the balanced multiwavelet, both 

balanced and unbalanced multiwavelets are employed in the 

proposed multiwavelet based GEEM technique. The result-

ing  disparity  maps  from  both  balanced  and  unbalanced 

multiwavelets are compared to each other as well as to a 

similar algorithm operating in the spatial domain and in the 

wavelet domain. The results were generated using the 'Art'  

stereo  test  images from the Middlebury stereo database 

[16]. Figure 6  shows  the  left  image  and  the  ground truth 

of the test images. The experimental results were generated 

using the unbalanced GHM multiwavelet, balanced GHM 

multiwavelet and the Antonini 9/7 wavelet. Figures 7(a) to 

7(d) show the resulting disparity maps using the multiwave-

let subbands 11LL , 21LL , 12LL and 22LL , respectively. In 

order to give a visual comparison, the resulting disparity 

maps using the proposed multiwavelet based algorithm for 

both balanced and unbalanced GHM multiwavelets, the 

wavelet based GEEM algorithm and the GEEM technique 

applied to the original stereo views, are illustrated in Figures 

8(a) to 8(d), respectively. In these figures areas with inten-

sity zero represent unreliable disparities. From Figure 8, it is 

clear that the unbalanced multiwavelet based algorithm pro-

duces a more accurate and smoother disparity map com-

pared to the similar balanced multiwavelet- and wavelet-

based technique and also the GEEM algorithm in the spatial 

domain.  This can be explained by the different spectral con-

tent of the approximation subbands of the unbalanced mul-

tiwavelet. This feature of unbalanced multiwavelets enables 

the global error energy minimization algorithm to generate 

more reliable matches from the four unbalanced multiwave-

let approximation subbands, compared to using balanced 

multiwavelets, scalar wavelets and/or the spatial domain. 

5. CONCLUSION 

In this paper, we presented an investigation on the efficiency 

of the unbalanced multiwavelets compared to balanced  

multiwavelets in stereo correspondence. A  stereo corre-

spondence matching technique using a global error energy 

minimization algorithm was employed for the propose of 

this investigation. For one level of decomposition, a multi-

wavelet transform (either balanced or unbalanced) with mul-

tiplicity of 2 was applied to a pair of stereo test images. The 

resulting four approximation subbands of the two views 

were employed to generate the disparity maps using the 

global error energy minimization algorithm. The resulting 

four disparity maps were   then   combined  using  a  Fuzzy  

algorithm.  Results   show  that  the proposed  unbalanced  

multiwavelet based technique produces a disparity map with 
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Figure 6 – The left image and the ground truth of the 'Art' stereo 

images. 

 

( a ) ( b )

( c ) ( d )  
 

Figure 7 – Disparity maps using the multiwavelet approximation 

subbands: a) 11LL , b) 21LL , c) 12LL  and d) 22LL . 

significantly less   mismatch   errors   compared    to   the   

global error energy minimization algorithm applied to the 

original image data in the spatial domain or the balanced 

multiwavelet transformed and wavelet transformed image 

data. 
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