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ABSTRACT

Handwriting recognition in historical documents is vital for
making scanned manuscript images amenable to searching
and browsing in digital libraries. A valuable source of infor-
mation is given by the basic character shapes that vary greatly
for different manuscripts. Typically, character prototype im-
ages are extracted manually for bootstrapping a recognition
system. This process, however, is time-consuming and the
resulting prototypes may not cover all writing styles. In this
paper, we propose an automatic character prototype selection
method based on a forced alignment using Hidden Markov
Models (HMM) and graph matching. Besides the predom-
inant character shape given by the median or center graph,
structurally different additional prototypes are retrieved with
spanning and k-centers prototype selection. On the historical
Parzival data set, it is demonstrated that the proposed auto-
matic selection outperforms a manual selection for handwrit-
ing recognition with graph similarity features.

1. INTRODUCTION

In the context of cultural heritage preservation, the interest in
handwriting recognition for historical documents has grown
strongly in recent years [1]. Worldwide, there is a huge
repository of scanned or photographed valuable old docu-
ments including, e.g., Old Greek manuscripts from Early
Christianity, Old Germanmanuscripts from theMiddle Ages,
and important handwritings from the Modern Ages, such as
George Washington’s papers at the Library of Congress. In
order to make the manuscript images amenable to searching
and browsing in digital libraries, i.e., to make them avail-
able to a broad readership, automatic handwriting recogni-
tion is needed in order to have access to the content of the
images [2].

Handwriting recognition in historical documents is an
off-line task that is based on the manuscript images only.
This task is considered to be harder than on-line recognition,
where temporal information is available about the writing
process by using special input devices [3]. For large vocab-
ularies underlying natural language, the accuracy of an auto-
matic transcription is far from being perfect [4]. Additional
difficulties arise for historical documents by the fact that the
image quality, and thus the appearance of the handwriting,
are heavily affected by the decay of paper or parchment over
time. Furthermore, unlike modern English scripts, the lan-
guage and basic character shapes vary greatly for different
historical manuscripts. Hence, it is often necessary to train a

recognition system specifically for a single manuscript. 1

1Manuscripts may consist of one to several hundred pages, often with
multiple columns.

In order to bootstrap a new system for the recognition of
a given historical handwritten manuscript, the basic charac-
ter shapes provide information of great value. In the recent
literature they were used to make Latin manuscripts search-
able by means of a small number of character prototypes and
generalized HiddenMarkovModels (gHMMs) [5]. A similar
approach has been adopted for Arabic scripts in [6]. In [7],
character prototypes have been used for template-free word
spotting in low-quality medical forms. Recently, the use of
character prototypes for HMM-based single word recogni-
tion with graph similarity features in historical manuscripts
has been proposed in [8].

A drawback of the aforementioned works based on char-
acter prototypes is that the character images are selected
manually in a first step. This manual selection is a time-
consuming process and it is not guaranteed that all variants
of the character shapes can be captured.

In this paper, we present an automatic solution to charac-
ter prototype selection for handwriting recognition in histor-
ical documents. Based on forced alignment using analytical
features and HMMs, word images are segmented into char-
acter prototype candidates. By means of a graph-based rep-
resentation and graph edit distance, four prototype selection
methods are presented, namelymedian, center, spanning, and
k-centers selection. In an experimental evaluation, the se-
lected character prototypes are used for a single word recog-
nition task on the historical Parzival data set in conjunction
with graph similarity features and HMM-based recognition.
It is demonstrated that the proposed automatic selection is
able to outperform traditional manual selection significantly.

The remainder of this paper is organized as follows. First,
character image extraction by means of HMM-based forced
alignment is discussed in Section 2. Next, Section 3 in-
troduces the graph-based prototype selection methods. The
graph similarity features are then presented in Section 4 and
the experimental evaluation is discussed in Section 5. Fi-
nally, conclusions are drawn in Section 6.

2. HMM-BASED FORCED ALIGNMENT

The goal of HMM-based forced alignment is to segment
the training set, consisting of word images and their correct
transcription, into individual characters. In case of cursively
written text with touching characters, no perfect segmenta-
tion can be achieved, in general, because even for humans,
the character boundaries are ambiguous. However, the re-
sulting character images are expected to contain large parts
of the character shape that can be used as a valuable source
of information for handwriting recognition.

In the following, the different processing stages of
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HMM-based forced alignment are described. First, the raw
word images are normalized in a preprocessing step. Next,
a feature vector sequence is extracted using a sliding win-
dow taking into account analytical features based on the text
foreground. Finally, character HMMs are trained and used
in the so-called forced alignment mode, taking into account
the correct transcription of the training samples, in order to
extract character images from the words.

2.1 Preprocessing

Word image preprocessing consists of binarization of the
word images and normalization with respect to the hand-
writing orientation and size that is applied in order to cope
with different writing styles. For binarization, a Difference
of Gaussian (DoG) edge detection is used to locally enhance
the text foreground, followed by global luminosity threshold-
ing.

For normalization, the skew, i.e., the inclination of the
text, is corrected, vertical scaling is applied with respect to
the upper and lower baseline, and a horizontal scaling op-
eration is performed using the mean distance of black-white
transitions.

For more details on image preprocessing, we refer to [9].
Note that in this work, no errors are taken into account that
stem from extracting the word images from the document
page, i.e., we consider a perfect, manually corrected word
segmentation.

2.2 Feature Extraction

For HMM-based recognition, the two-dimensional informa-
tion of the normalized binary images needs to be transformed
into a one-dimensional signal. Due to the difficulties in re-
constructing the original handwriting process from text im-
ages, a commonly used workaround is employed by means
of a sliding window.

A sequence x= x1, . . . ,xT of feature vectors with xi ∈ IR
n

is extracted by moving an analysis window with a width of
one pixel from left to right over the word image. At each of
the T positions of the sliding window, n = 9 analytical fea-
tures are extracted from the foreground pixels. Three global
features capture the fraction of black pixels, the center of
gravity, and the second order moment. The remaining six lo-
cal features consist of the position of the upper and lower
contour, the gradient of the upper and lower contour, the
number of black-white transitions, and the fraction of black
pixels between the contours. For a more detailed description
of the features, we refer to [10].

2.3 Hidden Markov Models

The basic modeling unit of the handwritten text is given
by character HMMs shown in Figure 1a. Each character
model has a certain number m of hidden states s1, . . . ,sm ar-
ranged in a linear topology. The states si emit observable
feature vectors x ∈ IRn with output probability distributions
psi(x) given by a Gaussian Mixture Model (GMM). Start-
ing from the first state s1, the model either rests in a state or
changes to the next state with transition probabilitiesP(si,si)
and P(si,si+1), respectively, thus taking into account variable
character lengths.

The character models are trained using labeled word im-
ages. First, a word model is created as a sequence of char-
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Figure 1: Hidden Markov Models

Figure 2: Character Extraction

acter models according to the transcription as shown in Fig-
ure 1b for the transcription “giht”. Then, the probability of
this word model to emit the observed feature vector sequence
x = x1, . . . ,xT is maximized by iteratively adapting the ini-
tial output probability distributions psi(x) and the transition
probabilitiesP(si,si) and P(si,si+1)with the Baum-Welch al-
gorithm [11].

Important parameters of the character HMMs that need
to be optimized on a validation set are the number of states
m for the individual characters and the number of Gaussian
mixtures G used for the emission GMM.

2.4 Forced Alignment

Using the same word model as for training (see Figure 1b),
the optimal likelihood P(x|c) of the feature vector sequence
x for the transcription character sequence c = c1, . . . ,cN is
calculated using the Viterbi algorithm [11]. As a byproduct,
the optimal character boundaries are returned and used to ex-
tract character images. An example of the complete process
is shown in Figure 2 for the word “giht”.

3. CHARACTER PROTOTYPE SELECTION

The aim of character prototype selection is to find repre-
sentative character shapes in the training set that can be used
as a valuable source of information for handwriting recogni-
tion. In this paper, we propose to represent character images
obtained by HMM-based forced alignment (see Section 2)
by means of graphs and obtain prototypes using several se-
lection strategies known from general graph-based pattern
recognition [12].

In the following, the handwriting graph representation is
detailed, followed by a description of the graph edit distance
used for graphmatching and an introduction to the graph pro-
totype selection methods considered in this paper.
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Figure 3: Character Graphs

3.1 Graph Representation

For graph representation of character images, a node-
based representation of character skeletons is used that was
proposed in [8]. An important property of these handwriting
graphs is that no edges are used, while the essential structural
information is still preserved with a high density of nodes.
The advantage of not using edges is that an optimal graph edit
distance, which is used for graph matching (see Section 3.2),
can be calculated in polynomial instead of exponential time.

For thinning the binary character images, the 3× 3 thin-
ning operator proposed in [13] is applied. Based on two sub-
iterations on a checkerboard pattern, one pixel wide medial
curves are extracted while preserving connectivity. An im-
plementation is given by Matlab’s bwmorph function.

To derive a character graph from the skeleton, a node is
added to the graph for each skeleton keypoint and is labelled

with its position (x,y) ∈ IR2. Keypoints include endpoints,
intersections and the upper left pixel of circular structures.
After all keypoints have been included in the character graph,
connection points are added along the skeleton at regular dis-
tance D. An example is shown in Figure 3 for the characters
“v”, “o”, and “n” with D= 9 (left) and D= 5 (right).

3.2 Graph Edit Distance

To calculate the dissimilarity d(g1,g2) between two char-
acter graphs g1 and g2 we use the graph edit distance [14] for
error-tolerant graph matching. The edit distance is given by
the minimum cost of edit operations needed to transform g1
into g2. Possible edit operations include the insertion, dele-
tion and substitution of nodes and edges.

Because no edges are used for the handwriting graphs,
only edit operations on the nodes have to be considered. We
use a constant cost C for node insertion as well as deletion,
and the Euclidean distance between two nodes ||(x1,y1)−
(x2,y2)|| for node substitution. In the absence of edges, the
problem of graph edit distance is reduced to an assignment
problem that can be optimally solved by the Hungarian algo-
rithm [15] in polynomial time.

3.3 Prototype Selection

After HMM-based forced alignment and character graph
extraction, a set G of graphs is available for each character
class present in the training set. By means of prototype se-
lection, a subset P⊆ G is extracted that aims at representing
the different writing styles of a character. Hereby, redun-
dancy should be avoided while maintaining the capability to

represent dominant character shapes. Although a random se-
lection might work well in some cases, we use four other ap-
proaches that construct the set of prototypes in a more con-
trollable manner. They are described in the following. For
more details, we refer to [12].

3.3.1 Median Selection

Using median graph selection, a single prototype P = {p1}
is chosen per character. The prototype p1 is given by the
median graph

median(G) = argmin
g1∈G

!
g2∈G

d(g1,g2)

with respect to the graph edit distance d(g1,g2), i.e., the me-
dian graph is characterized by minimizing the sum of edit
distances to all other graphs in G.

3.3.2 Center Selection

A slightly different concept than the median graph is given
by the center graph

center(G) = argmin
g1∈G

max
g2∈G

d(g1,g2)

where the maximum graph edit distance to all other graphs
in G is minimized. Again, the center graph is selected as a
single prototype P= {p1} to represent G.

3.3.3 Spanning Selection

For spanning prototype selection, the set P= {p1} of proto-
types is initialized with the median graph p1 = median(G).
Then, additional prototypes pi are added iteratively based on
the rule

pi = argmax
g∈G\P

min
p∈P

d(g, p)

until a given number k of prototypes P= {p1, . . . , pk} is se-
lected. At each step, the added prototype pi is the graph that
differs most from the previously selected prototypes.

3.3.4 k-Centers Selection

The k-centers selection is based on a k-medians clustering
of G [16]. Starting from clusters C1 = {c1}, . . . ,Ck = {ck}
with initial centers ci obtained from a spanning selection of
k prototypes, each of the remaining graphs is added to the
cluster with the nearest cluster center. Then, cluster centers
are recalculated using

ci = center(Ci)

This process is repeated until no more cluster centers are
changed. It results in k prototypes P = {p1, . . . , pk} given
by the final cluster centers.

4. GRAPH SIMILARITY FEATURES

The proposed character prototype selection is evaluated
with respect to a handwriting recognition task using graph
similarity features that were recently proposed in [8]. The
features are based on handwriting graphs and represent struc-
tural similarity with respect to a set of character prototypes
by means of a sliding window with dynamic context width.
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In [8], a manual selection of character prototypes was per-
formed that will be compared to the automatic selection
strategies proposed in this paper.

In the following, the graph similarity features are briefly
described as well as the HMM-based single word recogni-
tion task considered for experimental evaluation. For a more
detailed description, we refer to [8].

4.1 Feature Extraction

The extraction of the graph similarity features is based on the
graph representation of handwritten text images described in
Section 3.1 using the same preprocessing of the word images,
i.e., binarization, normalization, and skeletonization.

Feature extraction is performed for each character pro-
totype individually. A sliding window with the width of the
character image is moved column-wise from left to right over
the word graph. At each window center position i, the graph
edit distance d(gi, p) between the window subgraph gi and
the prototype graph p is calculated. Taking all prototypes
into account, this results in a sequence x = x1, . . . ,xT of fea-
ture vectors with xi ∈ IRn. Each of the n feature dimensions
corresponds with the local dissimilarity of the word graph
to one of the prototypes p1, . . . , pn. The features are finally
normalized with respect to the maximum graph edit distance
to all prototypes in order to obtain similarity features with
0≤ xi ≤ 1.

4.2 HMM-Based Recognition

For HMM-based single word recognition, the character
HMMs described in Section 2.3 are used. First, they are
trained with respect to the graph similarity features using
the Baum-Welch algorithm. For recognition, the character
HMMs are then concatenated to word HMMs as shown in
Figure 1b and the optimal word

w= argmax
w

P(x|w)

is found by means of Viterbi decoding given the feature vec-
tor sequence x of a word image from the test set. Hereby,
the possible words are taken from a closed vocabularyw ∈V
that includes all word classes from the test set. Note that, im-
plicitly, a trivial language model is assumed, i.e., an equal a
priori probability P(w) is considered for each word in order
to focus on the feature quality in the experimental evaluation.

5. EXPERIMENTAL EVALUATION

The proposed character prototype selection is evaluated
for a single word recognition task using graph similarity fea-
tures. The automatic selection procedures presented in Sec-
tion 3.3, namely median, center, spanning and k-centers, are
compared with the manual selection performed in [8].

The HMM-based single word recognition is performed
on word images of the Parzival data set [9]. This data set
includes digital images of a medieval manuscript originating
in the 13th century. It contains the epic poem Parzival by
Wolfram von Eschenbach, one of the most significant epics
of the European Middle Ages. The manuscript is written in
the Middle High German language with ink on parchment.
11,743 word images are considered that contain 3,177 word
classes and 87 characters including special characters that
occur only once or twice.

Table 1: Word accuracy on the test set with optimal number
of prototypes per character k and feature dimension n. The
improvement achieved for k-centers selection is statistically
significant (t-test, " = 0.05).

Selection Accuracy Parameters

Manual 94.00 n=79

Median 94.07 n=76

Center 94.31 n=76

Spanning 94.14 k=3, n=195

k-Centers 94.51 k=4, n=244

!"#$%&$'()*+%%,%-.+%/+0 .$1,+% #$%&$'

Figure 4: Selected Prototypes

5.1 Setup

First, the word images are divided into three distinct sets for
training, validation, and testing. Half of the words, i.e., each
other word, is used for training and a quarter of the words for
validation and testing, respectively.

The reference system is based on the 79 manually ex-
tracted character prototypes reported in [8]. They contain
one or two prototypes per character. For the median and cen-
ter selection, one prototype per character class is chosen, re-
sulting in 76 prototypes altogether. For the spanning and k-
centers selection, up to five prototypes are chosen per charac-
ter and the optimal number is determined with respect to the
word accuracy obtained on the validation set. For each num-
ber of prototypes k, only those characters were taken into
account that occur at least k times in the training set. This
results in up to 280 prototypes for k = 5, which corresponds
to the dimension n= 280 of the graph similarity features.

For HMM-based forced alignment, only one Gaussian
mixture component is used that has turned out to be optimal
for previous forced alignment experiments [17]. The opti-
mal parameters for the graph similarity features, namely the
node distance D = 3.0 and the node cost function C = 3.0
have also been adopted from previous work, as well as the
number of states m of the character HMMs [8]. Finally, the
number of Gaussian mixtures for single word recognition is
optimized over a range ofG ∈ {1,5,10,15,20,25,30} on the
validation set.

5.2 Results

The word accuracy on the test set is given in Table 1 for
the manual prototype selection as well as for the proposed
automatic selection methods. The manual selection is out-
performed by all automatic selection strategies. In case of
the k-centers selection, the improvement is statistically sig-
nificant (t-test, " = 0.05). In accordance to the findings re-
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ported in [8], the maximum number of validated Gaussians
G= 30 was optimal for all selection strategies, i.e., the graph
similarity features allow a close adaption to the training set
without suffering from overfitting. Since the increase in vali-
dation accuracy is asymptotic, only a minor gain is expected
for higher values of G.

In Figure 4, the selected prototypes are shown for the
different selection strategies, exemplarily for the character
“g”. Similar results are obtained for the other characters.
The spanning selection results are ordered by iteration and
the k-centers results by cluster size in descending order. For
the median and center selection, the result is astonishingly
close to the human choice and it makes sense that nearly the
same recognition accuracy is achieved. Including more char-
acter prototypes by spanning selection results in the selec-
tion of outliers after the first iteration, stemming from wrong
character segmentations. The visual inspection confirms the
k-centers selection as the most promising prototype selection
strategy, since all selected cluster centers are relatively clean
character images with different appearances.

6. CONCLUSIONS

In this paper, automatic character prototype selection
is proposed for handwriting recognition in historical doc-
uments. The proposed procedure can replace the time-
consuming manual selection that is frequently performed to
obtain character shape information needed for bootstrapping
a recognition system.

Based on a forced alignment approach using analytical
features and HMMs, word images are segmented into char-
acter prototype candidates. By means of a graph-based rep-
resentation and graph edit distance, four prototype selection
methods are presented, namely median, center, spanning, and
k-centers selection.

In an experimental evaluation, the selected character pro-
totypes are used for a single word recognition task on the
historical Parzival data set in conjunction with graph simi-
larity features and HMM-based recognition. Using median,
center, and spanning selection, the same word accuracy was
achieved as for manual prototype selection. By means of k-
centers selection, the accuracy could even be outperformed
significantly.

In future research, an outlier detection of wrongly seg-
mented characters could improve the quality of the selected
prototypes. The k-centers selection is furthermore a good
candidate for a generalization of the graph similarity features
approach to the multi-writer case.
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