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ABSTRACT 

In music and speech recognition, onset detection plays an 
important role for extracting the note of a music signal or the 
syllable of a speech signal. There are several existing onset 
detection algorithms, such as the difference of magnitude 
method, the short-term energy method, the surf method, and 
the high frequency content method. In this paper, we pro-
posed an improved onset detection algorithm, which mainly 
applies the techniques of the fractional power amplitude, the 
envelop-matched filter, and other techniques to improve the 
accuracy and the efficiency of onset detection for humming 
signals. From simulations, our proposed method has both 
less computation time and higher accuracy than the existing 
methods. It also obviously increases the hit rate of the query-
by-humming system. 

1. INTRODUCTION 

Onset detection is used for detecting the starts of a syllable 
or a music note. It plays an importance role for music signal 
processing, especially in the query-by-humming system. 
There are many existing onset detection algorithms [1-10]. 
The simplest one is the difference of magnitude method. It 
uses the difference of the envelope amplitudes of two con-
secutive time slots to detect the possible onset locations. Its 
process is:  
(i)  Determine the envelope amplitude: 
             0 0max( { [ ] | ( 1) })kA LPF x n kn n k n= ≤ < + , (1) 
    where x[n] is the input signal, n0 is the width of time slot  
               LPF is some lowpass filter.     
(ii)  1.k k kD A A −= −  (2) 
(iii) If Dk > threshold, then kn0 is recognized as a location of 

the onset.   
The method is simple and intuitive. However, its perform-
ance is highly affected by the background noise, since it just 
considers the difference of the values of Ak. A humming sig-
nal usually has large background noise. Moreover, if the am-
plitude does not increase abruptly at the beginning of the 
note, than the onset cannot be detected from the difference in 
(2). Furthermore, if the noise is wider than the time slot, 
which often happens, then using the LPF in each time slot as 
in (1) may not remove the noise. It also increases the compu-
tation time.  

Another onset detection method is the short-term energy 
method. It is also easy for implementation. Its process is:    
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(ii)                        1k k kD E E −= − , (4) 
(iii) If Dk > threshold, then kn0 is recognized as a location of 

the onset. 
The process is similar to that of the difference of magnitude 
method. The difference is that the energy is used as the fea-
ture due to human perception. The method is more effective 
for the psychoacoustic onset detection. However, it is also 
sensitive to noise.    

In [9], Pauws proposed another onset detection method, 
i.e., the surf method. He used the slope of the envelope to 
detect the onset, where the slope is determined by the quad-
ratic polynomial approximation. The detail of the process is:               
(i) Apply (1) to find the envelope amplitude Ak in each time 

slot.  
(ii) Approximate Am (m = k−2 ~ k+2) by a second order poly-

nomial p[m] = ak + bk(m−k) + ck(m−k)2. The coefficients 
ak, bk, and ck can be solved by the least mean square error 
solution. For example, bk can be determined from:    
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(iii) bk has the physical meaning of slope. If bk > threshold, 
then we can conclude that kn0 is the location of the onset.  

The surf method is more precise and has higher robust to 
noise. However, in addition to (1), the method requires extra 
computation time to determine the slope bk in (5) for each k.        

In [7], Maris and Bateman proposed the high-frequency 
content (HFC) method for onset detection. It is based on the 
concept that, at the location of the onset, the signal usually 
has more high frequency components. Its process is : 
(i) First, perform the DFT for the kth time slot: 
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(ii) Then, calculate the total energy Ek and the high frequency 
energy Hk in the kth time slot:   
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where the weighting function w[m] ≈ 1 when m is near 
to n0/2 and w[m] ≈ 0 when m is near to 0 or n0.    
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(iv) If DFk > threshold, then kn0 is recognized as a location of 
the onset. 

In Step 1, the DFT can also be replaced by the wavelet trans-
form [10]. The HFC method is very reasonable. However, its 
performance is also affected by the background noise.  

In this paper, we propose a new onset detection algorithm. 
We apply the techniques of the fractional power amplitude, 
the envelope match filter, and other techniques. See Section 2. 
Then, in Section 3, we show, that with the proposed algo-
rithm, both the accuracy and the computation efficiency of 
onset detection are significantly improved. It also increases 
the hit rate of the query by humming system.  

 

2. PROPOSED ALGORITHM FOR ONSET 
DETECTION  

A good onset detection algorithm should achieve the follow-
ing two goals:  

(a) Accuracy: For a music signal, if there is an onset at n1, 
then after applying the onset detection algorithm, we should 
find that there is an onset around the location n1 (i.e., higher 
true positive rate). Moreover, if we find an onset at the loca-
tion n2 by the onset detection algorithm, then the original 
music signal should indeed have an onset around n2 (i.e., 
lower false positive rate).           
(b) Efficiency: The computation time should be smaller.  

To achieve the first goal, the effect of the background 
noise should be reduced. Moreover, we should avoid the mis-
judgement caused from the trill, the warble tone, and the end 
tone of the music signal. Based on this requirement, we pro-
posed the techniques of the “fractional power amplitude”, the 
“envelope match filter”, and “background noise compensa-
tion” to improve the accuracy of onset detection.  

To achieve the goal of efficiency, we think that the proc-
ess of performing the lowpass filter (or the DFT) in each time 
slot as in (1) and (6) can be avoided. We suggest that one 
only has to find the value of  
             0 0max( [ ] | ( 1) })kA x n kn n k n= ≤ < +       (8)   
for each time slot instead of (1), (3), and (6). With the modi-
fication, the computation time can be much reduced.   

It seems that the effect of the noise cannot be reduced 
without using the lowpass filter in each time slot. However, 
in fact, we find that performing the match filter on Ak in (8) 
has higher ability to reduce the effect of the noise. Further-
more, the thrill, the warble tone and the end tone of the music 
signal, which may lead to the misjudgement of the onset, 
often have the width larger than that of the time slot. There-
fore, it is more reasonable to perform the filter on Ak instead 
of x[n] (kn0 ≤ n < (k+1)n0), as in Fig. 1.        

The details of the applied techniques are described in 
the following four subsections.  
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Figure 1 – A simple flowchart of our proposed onset detection algo-

rithm. The detail of the process is shown in subsection 2-4. 
 

                      
Figure 2 – The envelope amplitude of a music signal. There should 

be an onset at the location P but no onset at Q. 
 

2.1 Fractional Power Amplitude 

The conventional onset detection algorithms usually use the 
variation of the envelope amplitude or its energy to judge 
whether there is an onset. However, in practice, observing 
the variation of the envelope amplitude directly will often 
lead to misjudgement.  

For example, for a music signal whose envelope ampli-
tude is as in Fig. 2, if we use (2) to calculate the difference of 
the envelope amplitude, then we find that value of Dk at the 
location Q is a little larger than that at the location P. How-
ever, in fact, there should be an onset at P but no onset at Q. 
The energy of the music signal increases at the location Q is 
due to the thrill of the music signal, not due to the new note. 
By contrast, the value of Dk is small at P is due to that the 
voice is small around the location. In fact, there is indeed an 
onset at P.    

Therefore, we suggest that it is proper to take the frac-
tional power for the envelope amplitude. That is,  
                          k kB A λ= ,    where 0< λ < 1 (9) 
and Ak is the envelope amplitude. Suppose that Ak = 0.1, Ak−1 
= 0, Ah = 0.52, and Ah−1 = 0.4. If we use (2) to compute the 
difference, then Dh = 0.12 > Dk = 0.1. By contrast, if we take 
the fractional power as in (9) and choose λ = 0.7, then               
           1 10.1995 0.1062k k h hB B B B− −− = > − = .                      

Bk 
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Therefore, with the fractional power amplitude in (9), the 
misjudgement caused from the thrill of the music signal can 
be avoided.  
 
2.2 Envelope Match Filter 

As the description in Section 1, many exiting onset detection 
algorithms use the difference of some quantities of two adja-
cent time slots to find the onset, as in (2) and (4). Note that 
the difference operations in (2) and (4) are equivalent to the 
convolution of Ak with the following filter   
                                        [1, −1]. (10) 
The HFC method in (7) is hard to be expressed in the convo-
lution form. However, it essentially observes the high fre-
quency energy variation of two adjacent time slots. The surf 
method is different from other methods and use five adjacent 
time slots to determine the “slope”, as in (5). Note that, from 
(5), the surf method is in fact equivalent to the convolution of 
Ak with the following filter:  
                               [2,  1, 0, −1, −2]/10.         (11) 

In this paper, we think that applying the match filter in-
stead of (10) and (11) is a more reasonable way for onset 
detection. The concept of the match filter is to use the time 
reversal of the pattern as the filter to find the desired object. 
However, since a music signal note usually has no fixed fre-
quency and no fixed shape, applying the match filter for the 
music signal directly may not have good performance. In-
stead, we suggest that it is proper to apply the match filter to 
the fractional scaling of the envelope amplitude in (9).  

From our statistics, we find that, if we choose the width 
of the time slot as 0.01 Sec, then the average of the fractional 
scaled envelope amplitude in the onset region is near to:  
               η⋅[-2,-2, -2, -2, -2, -2, -1, -1, 4, 4, 3, 3],  
where η is some constant. Therefore, the envelope match 
filter we choose for onset detection is  
            f[n] =  [3, 3, 4, 4, -1, -1, -2, -2, -2, -2, -2, -2].  (12)  
Its length is 12 and the waveform is plotted in Fig. 3.  

The performance of the proposed method will be better 
than those of the conventional methods that consider only 
the difference of the quantities of two or five adjacent time 
slots. Moreover, compared with the filters in (10) and (11), 
the proposed match filter in (12) is more similar to the time 
reversal of the envelope of the music signal near the onset 
regions. Therefore, using the proposed envelope match filter 
can improve the performance of onset detection. 

Furthermore, the envelope match filter also provides an 
effective and efficient way to remove the noise. Many con-
ventional algorithms apply the lowpass filter for each time 
slot, as in (1). It is a good way to remove the noise if the 
noise is narrower than the time slot. However, to increase the 
resolution of the onset detection, the width of the time slot is 
always chosen as a small value (about 0.01 Sec). For a music 
signal, the noise caused from thrill or the warble tone usually 
wider than 0.01 Sec. Therefore, using the LPF in (1) may not 
remove the noise effectively. It is more reasonable to perform 
the filter on Bk in (9). Therefore, applying the envelope match 
filter in (12) to the scaled envelope amplitude Bk in fact has 
higher ability to remove the noise. It also much reduces the 
computation time.          
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Figure 3 –Proposed envelope match filter.  

 
2.3 Other Improvement Techniques  

Furthermore, we also apply some minor techniques to im-
prove the performance of onset detection. To further remove 
the effect of the background noise, we can apply the follow-
ing operation to perform the background noise compensation:  
                       ( ), ,max ,0out k in kA A ρ= − .    (13) 

The value of ρ can be chosen according to the magnitude of 
the background noise. For the *.wav file generated from the 
microphone, we can choose ρ = 0.02.   

Moreover, to obtain a more objective onset detection re-
sult, it is proper to perform the normalization as follows be-
fore applying the envelope match filter:    

                              ,
, 0.2 0.1

in k
out k

A
A

E
=

+ ⋅
,   (14) 

where E is the mean of the mean of Ain,k.  
 

2.4 Process of the Proposed Onset Detection Algorithm 

The proposed onset detection algorithm is summarized as: 
(Step 1) First, use (8) to find the envelope amplitude for each 

time slot.          
(Step 2) Then, use (13) to reduce the effect of the back-

ground noise.  
(Step 3) Use (14) to normalize the envelope amplitude.  
(Step 4) Take the fractional power of the envelope amplitude 

by (9).   
(Step 5) Then, perform the convolution of Bk (obtained in (9)) 

and the match filter in (12).      

                             [ ]
11

0
k kC B fτ

τ

τ−
=

= ∑ .            (15)        

(Step 6) If Ck+3 > threshold, then kn0 is recognized as a loca-
tion of the onset.        

 

3. SIMULATIONS 

We show an example of using our proposed algorithm to 
detect the onset of a humming signal in Fig. 4. The results of 
each step are shown in Figs. 4(b)-4(e). From the result in Fig. 
4(e), we can see that all onsets of the humming signal are 
detected successfully.  

We perform another simulation in Fig. 5, which uses the 
difference of magnitude method, the short-term energy 
method, the surf method, the HFC method (these four meth-
ods were described in Section 1), and the proposed method to 
detect the onset of the humming signal in Fig. 5(a). The onset 
detection results for each method are shown Figs. 5(b)-5(g). 
The original humming signal actually has 12 onsets.  
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Figure 4 – An example of onset detection using our proposed algorithm. 

 

 
Figure 5 – The onset detection results using the existing and our proposed algorithms. The tested music signal actually has 12 notes. 

 
From Fig. 5(g), we can see that, using the proposed algo-

rithm, the onsets of the original humming signal are detected 
perfectly. When using other onset detection methods,   the 
results are affected by the thrill and the rising of the end tone. 
Using the proposed method can avoid these problems.          

Then, in Table I, we perform another simulation. We use 
the database that contains 70 humming signals as the input 
[11]. 26 of the humming signals are 20 second length and 
others are 15 second length. We use the true positive rate and 
the false positive rate to measure the performance, where  

(a) Input humming signal 

(b) Finding the envelope amplitude (Step 1) 

(c) Normalization and taking the fractional powers (Steps 2, 3, 4)   

(d) Convolution with the envelope match filter (Steps 5)  

(e) Thresholding and finding the onsets (Step 6) 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 
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TABLE I. The results of onset detection for the database that  
contains 70 humming signals. Each humming signal is 15 or 20 

second length.   

Methods 
True  

positive 
rate 

False  
positive 

rate 

Total  
computation 

time 
Difference of 

magnitude 90% 16% 3.43 Sec 

Short-term 
energy 78% 26% 0.65 Sec 

HFC method 93% 5% 3.61 Sec 

Surf method 97% 12% 2.52 Sec 

Proposed 
method 99% 2% 0.23 Sec 

 
TABLE II.  The hit rates of the query-by-humming systems that use 
a variety of onset detection algorithms (including the proposed one). 

The melody matching method is fixed to the DP method in [12].  

 
Difference  

of  
magnitude 

Short-term 
energy 

HFC 
method 

Surf 
method 

Proposed 
method

hit 
rate 80.0% 64.3% 87.1% 88.6% 97.1%

 

                    TPtrue positive rate
TP FN

=
+

,   

                   FPfalse positive rate
TP FP

=
+

,  (16) 

TP:  the number of the onsets of the original signal that are 
detected by the onset detection algorithm,         

FN:  the number of the onsets of the original signal that are 
not detected by the onset detection algorithm,   

FP:  the number of the detected onset that are in fact not the 
onset of the original signal.   

From Table I, we can see that the proposed method has both 
higher true positive rate and lower false positive rate than 
other methods. Furthermore, the proposed algorithm also has 
much smaller computation time than other methods, since in 
our algorithm the computation of the lowpass filter, the en-
ergy sum, or the DFT for each time slot is saved.                   

In Table II, we show the performances of the query-by-
humming systems that use the existing and the proposed on-
set detection algorithms together with the melody matching 
method of dynamic programming (DP) [12]. The tested data 
are the same as that in Table I. From the hit rates shown in 
Table II, the proposed onset detection algorithm can signifi-
cantly increase the hit rate of the query-by-humming system 
and improve the accuracy of music retrieval.  

 

4. CONCLUSION 

In this paper, we proposed an improved onset detection algo-
rithm. With the techniques of the fractional power amplitude, 
the balance of the background noise, envelope magnitude 
normalization, and the envelope match filter, the perform-
ance of onset detection can be much improved. Moreover, 
since the lowpass filter and the DFT in each time slot are 

avoided, the computation time is also smaller. The proposed 
onset detection algorithm is helpful for improving the effi-
ciency and the accuracy of the query-by-humming system.  
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