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ABSTRACT

With the advent of cognitive radio technology, opportunis-
tic spectrum access has the potential to mitigate spectrum
scarcity by letting users sense and utilize unused portions
of licensed spectrum opportunistically without adverse im-
pact on the primary licensees (licensed spectrum owner).
We consider the problem of how multiple secondary users
should maximize their total throughput in a multi-channel
sensing-based opportunistic spectrum access network under
various traffic conditions. We developed two dynamic spec-
trum access algorithms (Hungarian and Greedy) which allow
secondary users (unlicensed opportunistic users) to access
spectrum based on non-cooperative independent decisions.
Both algorithms allow the secondary users to seek indepen-
dent spectrum opportunities without cooperation with the ob-
jective of minimizing collisions among secondary users and
maximizing the spectrum utility. Simulations comparing the
performance of the two algorithms yield interesting findings.

1. INTRODUCTION

The proliferation of a wide range of wireless devices has re-
sulted in an overly crowded radio spectrum. In contrast to
this scarcity in spectrum availability is the pervasive exis-
tence of spectrum opportunities. Real measurements show
that, at any given time and location, a large portion of li-
censed spectrum lies unused [1]. To exploit the abundant
spectrum opportunities, cognitive radio networks have been
proposed as a novel approach to improve spectrum utiliza-
tion. Opportunistic spectrum access (OSA) is one of the
approaches envisioned for dynamic spectrum management
in cognitive radio networks [2]. The basic idea of OSA is
to allow secondary users(unlicensed opportunistic users) to
identify and exploit spectrum opportunities under the con-
straint that they do not cause harmful interference to primary
users(licensed spectrum owners).

Most of the existing works on OSA strategies have not
been evaluated for multi-user, multi-channel environments
under varying traffic conditions [2-9]. These OSA strategies
maximize the throughput of an individual secondary user in
a multi-channel slotted primary network. In presence of mul-
tiple channels, a key decision for every secondary user is to
determine which channel to sense. With multiple secondary
users contending for spectrum opportunities, the sensing de-
cision must take into account the possibility that the good
channels may be desired by other users. At the beginning
of every slot, every secondary user senses an idle primary
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channel to potentially transmit over. Based on the sensing
decision in the beginning of the slot, secondary users decide
if the channel will be idle for the remaining duration of the
slot. This leads to potential collisions with the primary users
or missed opportunities in spite of perfect sensing during the
sensing period. The secondary users need to make a deci-
sion to transmit based on its sensing decision. The secondary
users should minimize missed opportunities due to inaccu-
rate detection outcomes and limit collisions with the primary
users.

The main objective of this paper is to investigate how sec-
ondary users maximize the network throughput in a multi-
user multi-channel system under various traffic conditions.
In this paper, we design and compare two algorithms (Hun-
garian and Greedy) that all secondary users can adopt to
make decisions at each step on which channel they should
sense and access. The sensing decision not only provides
information on which channel to choose to maximize the
throughput providing immediate rewards, but also provides
information regarding the primary user’s channel occupancy
and the presence of other active secondary users, which
aids future decisions. Both algorithms do not involve any
message exchange between the secondary users. So a co-
operative multi-user policy wherein users exchange their be-
lief vectors after every time slot is not employed. This
strategy is only applicable in network settings with high
bandwidth and control overhead of communicating beliefs
is small compared to the data size.

The rest of the paper is organized as follows. We review
some related work in Section 2. The network model is given
in Section 3. We present the two dynamic spectrum access
algorithms in Section 4. We present the simulation results in
section 5. Finally in Section 6, we conclude the paper and
provide future work.

2. RELATED WORK

Research on OSA strategies have primarily been conducted
in the following two scenarios: single-user setting and multi-
user setting. In [3, 5], the strategy for a single secondary
user to maximize total throughput in a slotted primary net-
work is proposed. However, in real OSA networks, multi-
ple secondary users opportunistically seek spectrum access
from primary users. In [4, 6], multiple secondary users re-
serve channels by sending control messages on coordination
channels. The presence of a common control channel is only
advantageous in networks where there is high availability of
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unused channels. In this paper, we propose two algorithms
which do not require cooperation or coordination to assign
channels to multiple secondary users.

3. NETWORK MODEL

We consider a slotted primary network with m = 1,2,...M
secondary users. Each secondary user cansensen=1,2,..,N
primary channels, each with bandwidth B; (j = 1,2,...,N).
The occupancy of the N channels by primary users are mod-
eled as independent continuous-time Markov processes [7].
The availability of channel j for secondary user i is modeled
as a two-state continuous time Markov chain with a state of
§'(t), where §%(¢) = 1 indicates that there is an opportunity
for secondary user i in channel j, and S;(t) = 0 otherwise.
The idle and busy periods for channel j are exponentially dis-
tributed with parameters A; and p;, respectively. This leads
to an unslotted primary network, where the primary users
can access the channel at any time. Secondary users, adopt
a slotted transmission structure with a slot length of 7. At
each slot, a secondary user chooses one of the N channels to
sense and decide whether to transmit over the chosen channel
based on the sensing outcome. The operations in a secondary
slot are shown in Fig. 1.

Sensing Transmission Prediction
Sensing Time Transmission Time PVBC_‘ICUOH
s T Time A

Time Slot 7

Figure 1: Operations in a secondary slot.

Consider the transmission slot of length 7 starts at time
t. The beginning of the slot is used for sensing one of the
N channels which takes 7, seconds. We assume that a sec-
ondary user can distinguish primary user traffic from other
secondary users. Based on the current sensing decision and
past sensing results, the secondary user can choose to ei-
ther transmit on one of the N channels or not transmit at
all. The channel access takes place during the access period
[t + T5,t + Tg + 7] of the slot. If the channel remains idle for
the entire duration of [t + T;,7 + T, + 7], the transmission is
successful; otherwise, a collision occurs. At the end of each
time slot, a secondary user predicts the states of the channels
in the next time slot with the latest sensing outcome. Notice
that even if a secondary user has sensed the channel to be idle
during the sensing period T, the primary user may become
busy during the time duration [t + Ty, + T + 7).

3.1 Problem Formulation

We formulate the channel access problem as a constrained
POMDP(Partial Observable Markov Decision Process) rep-
resented by the tuple (S,A,R,W) given below.

e S represents the state of the underlying system at the be-

ginning of each slot for every secondary user. For sec-

ondary user i, the state in channel j is given by S;(k) =

S5(6)]i=k—1)r» Where k = 1,...,T is the slot index. The
system state in slot k for all secondary users is thus S(k) =
SV (k), S (K), ..., Sk (K), S2(k), ..., S¥ (k)] € {0, 1}V Re-
call that S';(k) is a discrete-time Markov chain for sec-

ondary user i and channel j. The state transition proba-
bilities of the Markov chain are as follows,
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e A is the combined action space for all secondary users.
Specifically, after every sensing operation, every sec-
ondary user can either choose to transmit in one of the
N channels or, alternatively, not transmit at all. We
use d'(k) to denote the action taken by user i in time
slot k. An acknowledgement (ACK) is piggybacked
to indicate whether the transmission by secondary user
i on channel j is successful or not; ACK;(k) € {O(no
success),1(success)}.

e R represents the reward accrued by a successful transmis-
sion. The reward is defined as the number of bits deliv-
ered when a secondary user senses and transmits on the
channel chosen by action a'(k) in the current time slot.
We use R;(k) to denote the award accrued by secondary
user i on channel j during time slot .

o W represents the belief vector. Each secondary user can-
not directly observe the entire system state due to lim-
ited sensing. However, a secondary user can infer the
system state from its decision and observation history.
The statistical information on the system state provided
by the entire decision and observation history can be en-
capsulated in a belief vector. A belief vector for user i
at time slot k, namely W(k), is a N-dimensional vector
(W] (k), w5 (k), ..., wi (k)), where w';(k) denotes the con-
ditional probability for secondary user i to access channel
J in time slot k given Sj»(k) =1
We propose the Hungarian and Greedy algorithm based

OSA approach. The goal of our OSA approach is to achieve
maximal throughput for secondary users. Here, we measure
the throughput as the total number of bits that can be deliv-
ered by secondary users in 7 slots, which can be computed by
summing the expected reward for all secondary users. Thus,
the problem can be formulated as follows,
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where @;(k) € O(noaccess), 1(access) denotes the deci-
sion taken by the secondary users to access channel j during
the access time period. The collision constraint defined in
the above equation indicates that the probability of collision
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P]‘-” “(k) perceived by the primary users in any channel j and

slot k is equal to zero. ¥ (k) is defined as the availability of
an idle channel j :

P Si(t) =1Vr € [(k—1)T+ 74,k7]
¥j(k) = { 0, otherwise

In each time slot, our proposed algorithms allow each
secondary user to implement the three main operations from
Fig. 1 in following four phases: i) channel sensing phase,
ii) channel access phase, iii) reward phase, and iv)prediction
phase. Next, we will present the details of the two algo-
rithms.

4. HUNGARIAN AND GREEDY BASED OSA
ALGORITHMS

The proposed Hungarian and Greedy based OSA algorithms
reduce the problem of channel assignment to a revenue as-
signment problem. Given K users and N channels, and
nonnegative edges W, which represent the revenue of as-
signing user £ to channel n, the revenue maximizing assign-
ment needs to be found. With such representation, the chan-
nel selection becomes a revenue assignment problem which
can be solved by the classical Hungarian and Greedy algo-
rithms[10]. The optimal channel assignment is the assign-
ment with the minimal cost summation of all channels as-
signed to users with respect to the number of users, channels
and cost matrix. The cost represents the amount of band-
width used by the user for a given channel.

Both algorithms follow the metaheuristic problem solv-
ing of making the locally optimal choice at each stage with
the hope of finding the global optimum. Both algorithms
will be used by selecting the best channel. The channel with
a best bandwidth will be selected to perform the allocation to
achieve a significant throughput for the secondary users.

4.1 Hungarian Algorithm Implementation

Let L subcarriers be assigned to K active users (connec-
tions) at the downlink. An active user is defined as one with
nonempty buffer at the moment of channel assignment, with
each having a queue length of ¢;, 1 = 1,..., K. The original
assignment matrix is K by L with the element C;;, which
is the instantaneous subcarrier capacity. The channel assign-
ment is done by the station allowing the secondary users to
access the channel. The secondary user will be assigned to
a spectrum hole to transmit its buffer contents. If the size of
the user buffer is less than the channel capacity, the user will
be able to transmit the entire information. However, if the
user buffer is more than the channel capacity, then the user
can only transmit at the channel capacity. For each round,
one channel is assigned to one secondary user based on the
channel matching result by the Hungarian algorithm. After
each round, when a channel is assigned and the user’s queue
becomes empty, the cost matrix is updated by the station in
updating the user buffer (reducing the user buffer) and there-
fore, allocating a reward to that user. This procedure contin-
ues until all the channels within the total time slot 7" have
been assigned. Initially, the reward per user is equal to zero
since none of the secondary users have access to the spec-
trum or can send some bits within the channel. Then the
channel occupancy probabilities are obtained. The channel
occupancy follows a bursty traffic model. The bandwidth of

all channels is defined per number of users and number of
channels. The initial belief which actually determines the
availability of the channel is defined based on the probability
of the channel being busy and idle. Due to the fact that each
secondary user has a buffer which determines the user state
(active or non- active), a buffer state needs to be initialized
(empty buffer), and the size needs to be defined based on the
number of users. In order to perform the allocation of users
to channels, the Hungarian algorithm requires a cost matrix,
involving active users and active channels.

The cost matrix has been defined to be empty initially.
In each time slot, the base station performs a buffer update.
With the arrival of a new message (geometrically distributed
in slot), the base transceiver station assigns each message to
each secondary user uniformly and updates the buffer of the
secondary users according to the new message assignment.
Moreover, the cost matrix needs to be constructed based on
the number of available users and available channels as men-
tioned above. The cost matrix comprises of the following
parameters: active user, available channels, user identifica-
tion, and channel identification. To populate the cost matrix,
the station needs to identify the number of active users and
available channels. The active users are identified based on
the contents of the user buffer. If the secondary user buffer
is non-zero, that secondary user will be considered as active,
and reciprocally, if the user buffer is zero then that user will
be considered idle (no information to transmit). The station
will proceed to find the number of available channels. Now
that the number of active users and the number of available
channels have been determined, the station can construct the
cost matrix.

4.2 Greedy Algorithm Implementation

The concept used to set up the channel parameters in the
Hungarian algorithm will be similar to the Greedy algorithm
with the exception that in the Greedy algorithm, the chan-
nel access will use a different concept. The Greedy concept
has been used to allow Secondary users, in a cognitive en-
vironment, to access spectrum in the presence of multi-user
multi- channel environment. This algorithm works in follow-
ing phases. At each phase, the best option is selected without
regard for future consequences. By choosing a local opti-
mum at each step, a global optimum is reached [19]. After
creating the buffer state similar to the Hungarian algorithm,
the necessity of creating an idle probability is crucial within
the Greedy algorithm. That idle probability will be a func-
tion of the belief vector, which is described by the channel
availability. Similar to the Hungarian algorithm, the average
reward per user is set to zero. If the buffer of user is empty,
we do not need to perform a sensing action, and therefore the
belief vector will be equivalent to the idle probability. On the
other, meaning is the user buffer is not empty, and then the
immediate reward will be the idle probability multiply by the
channel bandwidth. Consequently the reward or throughput
will be equivalent to the maximum immediate reward. Thus,
in the Greedy algorithm if we have multiple channels with
different bandwidth, choose the one with the largest band-
width and transmit the information, then update the corre-
sponding channel availability or belief vector and the user
buffer.
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5. SIMULATION ANALYSIS AND RESULTS

In this section we present comprehensive simulations in
MATLAB to evaluate the performance of our proposed Hun-
garian and Greedy based OSA approaches. We will com-
pare the performance of the proposed approaches for varying
users and channels in various traffic conditions. In our simu-
lations, the values for primary traffic parameters A and u are
motivated by practical experiments conducted in [9]. The
number of primary users in the network is equal to the to-
tal number of channels N. The idle-times show heavy-tailed
behavior and are approximated b an exponential distribution
with parameter 1/A = 4.2ms. The channel busy period is
assumed to be 1/p = 1ms. We assume that the bandwidth
B =1 and the length of the time slot 7 = 1ms.

5.1 Performance of the proposed approaches in pres-
ence of multiple secondary users

Message arrivals at the secondary users form a Poisson pro-
cess. The message length is geometrically distributed with an
average length of 50 packets. In each slot, secondary users
do not participate in the channel sensing and access activi-
ties if they do not have packets to transmit. The total number
of time slots used in simulations are 1000.Fig. 2 and Fig. 3
depict the throughput performance for the secondary users.
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Figure 2: Performance of OSA approaches in presence of
constant channels and large number of uses (5 channels and
70 users)

In presence of constant channels and varying number of
users, the Greedy algorithm outperforms the Hungarian al-
gorithm in terms of the throughput per Secondary user. The
Greedy algorithm allows a secondary user to achieve an aver-
age throughput of 1.7 bits per slot and maximum throughput
of 1.8 bits per slot. In contrast, the Hungarian algorithm pro-
vides a secondary user a maximum throughput of 0.8 bits per
slot and an average throughput of 0.7 bits per slot. Based
on the above results, in an environment comprising of fewer
channels, the secondary users achieve better throughput us-
ing the Greedy algorithm.

In presence of constant channels and varying number of
users, the Greedy algorithms provides secondary users more
throughput than the Hungarian algorithm when the number
of channels are few. However, as the number of channels
increases, the Hungarian algorithm outperforms the Greedy
algorithm.
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Figure 3: Performance of OSA approaches in presence of
constant channels and medium number of uses (5 channels
and 30 users )
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Figure 4: Performance of OSA approaches in presence of
constant users and fewer channels (15 channels and 5 users
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Figure 5: Performance of OSA approaches in presence of
constant users and large number of channels (15 channels

and 70 users)

In presence of varying channel idle/busy probabilities,
the throughput of the Secondary users under the Hungarian
algorithm is higher in presence of increasing probability of
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Figure 6: Performance of OSA approaches in presence of
varying channel availability probabilities (45 channels and
10 users)
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Figure 7: Performance of OSA approaches in presence of
varying channel availability probabilities (10 channels and
45 users)

channel availability and number of channels. These results
proves that Greedy algorithm is preferable over Hungarian
algorithm when the number of channels are fewer in com-
pared to the number of users. But, in presence of large num-
ber of channels as compared to users, Hungarian algorithm
is preferable.

6. CONCLUSIONS

In this paper, we proposed Hungarian and Greedy based al-
gorithms to allow multiple secondary users to achieve max-
imal throughput by exploiting idle periods in an unslotted
primary network. Our approach is computationally less ex-
pensive and has no communication overhead as it does not
involve exchange of spectrum maps among other secondary
users. The performance of the proposed algorithms are closer
to the optimal approaches with no communication overhead.
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