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ABSTRACT
A binarization-free layout analysis method for ancient
manuscripts is proposed, which identifies and localizes layout
entities exploiting their structural similarities on the local level.
Hence, the textual entities are disassembled into segments, and
a part-based detection is done which employs local gradient fea-
tures known from the field of object recognition, the Scale In-
variant Feature Transform (SIFT), to describe these structures.
Layout analysis is the first step in the process of document un-
derstanding; it identifies regions of interest and, hence, serves
as input for other algorithms such as Optical Character Recog-
nition (OCR). Moreover, the document layout allows scholars
to establish the spatio-temporal origin, authenticate, or index a
document. The layout entities considered in this approach in-
clude the body text, embellished initials, plain initials and head-
ings.

1. INTRODUCTION
Document layout analysis of ancient manuscripts induces spe-
cific challenges not present in modern machine-printed doc-
uments and historical documents from the hand-press period
[5, 2, 1]. Layout analysis is referred to the segmentation of a
page into homogeneous regions consisting of layout elements
belonging to the same class. Layout entities are objects such as
initials, the main body text, or headings.

Through the centuries manuscripts decay due to inappropri-
ate storing conditions, deterioration processes, mold and mois-
ture [9, 1], resulting in torn pages and heterogeneous back-
ground intensity having artifacts due to aging, smudges, and
stains [12, 4]. Further problems are seeping ink from the other
side of the page (bleed-through), ink stains, and pages suffer
from scratches, crease and are corrugated [9, 12, 4]. Further-
more, uneven lighting during the digitization process and fading
out of ink are challenges to cope with [12, 9]. Hence, bina-
rization pre-processing as used in traditional document layout
analysis produces binarization errors, as they additionally seg-
ment background clutter. This especially applies to document
images having a low dynamic range, which is the case if the ink
is faded-out or the paper is stained and, therefore, the contrast
between characters and background diminish.

The physical structure of ancient manuscripts is harder to
extract than this of printed books as layout formatting rules
of these manuscripts were looser and are not always complied
with [12]. Handwritten documents may include narrow spaced
lines, interfering lines running into each other, non-constant
spacing between characters and lines, non-rectangular layout,
variable locations of layout entities, or multiple scripts [12, 17].

Layout analysis identifies regions of interest and, hence,
serves as input for other algorithms such as Optical Character
Recognition (OCR) to retrieve the (ASCII) characters which cor-
relate to the characters in the manuscript. A binarization-free
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OCR-system is proposed by Diem [7]. Initials can be extracted
and further processed by decomposition algorithms [6, 10, 18]
that aim at determining the letter represented by the respective
initial. Gaining information about the layout, the manuscripts
can be indexed and enhanced with meta data. Moreover,
amongst other characteristics, the layout allows scholars to de-
termine the temporal and geographical origin of a manuscript as
the script and writing style of every historical period and place
is characteristic. Hence, scholars are supported in dating and
authenticating a document [16, 15].

The data set, the method is evaluated on, is an ancient
manuscript probably originating from the 11th century, dis-
covered at St. Catherine’s monastery on Mt. Sinai, Egypt, in
1975 [14]. It is written in Glagolica, the oldest known Slavonic
alphabet. The manuscript in question, the Old Church Slavonic
Psalter of Demetrius (Cod. Sin. Slav. 3N), consists of 145 folios
having a front page (recto, r) and a back page (verso, v). The
manuscript was digitized in the course of The Sinaitic Glagolitic
Sacramentary (Euchologium) Fragments Project [14].

A binarization-free method for layout analysis independent
of script and alphabet is proposed that takes into account the
specifities of ancient manuscripts. It is a part-based method that
detects and localizes layout entities based on their local struc-
ture. They are decomposed in parts employing a state-of-the-art
object recognition method which identifies objects based on lo-
cal features, namely Scale-Invariant Feature Transform (SIFT).
This allows detecting handwritten characters having a high vari-
ability in their shape – depending on the scribe and the time and
place where it was written. Especially in the case of embellished
initials, the shape of the whole character is variable; however,
the characteristics of the embellishments are similar. Amongst
these are hatches and outlines. The layout entities considered in
this paper are
• embellished initials, which are decorated letters larger than

the regular text, embedded in the margin of the page or at
the edge region of the main body text,

• plain initials, which are letters having a vertically elongated
aspect ratio and a more angular shape when compared to a
character of the main body text.

• headings, which are similar to plain initials and additionally
may be written in another script such as Cyrillic script.

• main body text, where letters are characterized by a com-
pact, rounded shape.

Due to the structural similarities of embellished and plain initials
and headings, these entities are considered as one class and the
main body text as a second class. Further layout entities not
regarded in this paper are Latin page numberings added later
and Glagolitic psalm numberings. The only difference between
main body text and psalm numberings are horizontal lines above
the characters.

The following section gives an overview about the related
work relevant for layout analysis on ancient manuscripts and
historical printed books, and then in Section 3, the proposed
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method is detailed. The subsequent section describes the evalu-
ation and results, followed by a conclusion.

2. RELATED WORK

The data sets considered in traditional document layout analy-
sis are printed documents rather than handwritten manuscripts.
Though, as Antonacopoulos and Downton point out in their
paper [1], applying approaches developed for the analysis of
modern machine-printed documents on historical manuscripts
imposes problems, robust methods adapted to the special chal-
lenges of these manuscripts are needed.

Bourgeois and Kaileh [11] propose a document analysis sys-
tem that retrieves meta data such as initials, illustrations, text re-
gions or titles from ancient manuscript images. The approach is
based on a bottom-up segmentation step, where binary features
linked to shape and geometry as well as color features from the
original image are extracted for each connected component. The
components are then merged into more complex elements such
as text or decoration.

Ramel et al. [17] present a user-driven layout analysis sys-
tem for historical printed books. They propose a two-step
method that first creates a mapping of connected components to
a so-called shape map and a mapping for background areas. The
result of this first step is a list of segmented blocks. Then, this
initial document representation is presented to users, who in-
teractively build scenarios to label, merge or remove the blocks
(e.g. ornamental letters, titles) according to their needs.

Whereas the two methods surveyed above incorporate a bi-
narization, the following approaches directly work on grey-scale
images.

In their work [8], Grana et al. propose a segmentation sys-
tem for historical manuscripts, which distinguishes handwrit-
ten text, (floral) decorations and images. The method consists
of two steps: first, circular statistics are used to separate text,
background and images, and second, visual descriptors for color
and texture applied to sliding windows extracts features for each
block to differentiate between decorations and images.

In [5], Projection Profiles (PP) based on the number of tran-
sitions between ink and writing support are used as the main
analysis method for structured handwritten documents in com-
bination with color filtering, contour tracing and run-length ex-
traction. The goal of the method is to split the document images
into rectangular areas of interest containing the respective doc-
ument elements.

A SIFT-based image and line drawing detection system is
proposed by Baluja and Covell in [3]. They developed their ap-
proach for the indexation of these images in a large-scale book-
scanning system. The documents, the approach is applied to, in-
clude historical printed books, manuscripts, newsprint and mod-
ern printed books. The method first extracts SIFT descriptors of
the whole page and then classifies the descriptors using multiple
classifiers trained with AdaBoost. Whereas the descriptors cor-
responding to the text class are dismissed, the descriptors and
their interest points are stored in a database.

3. METHOD

In contrast to the majority of state-of-the-art layout analysis
methods, the proposed approach does not need a binarization
step. This makes the method robust to noise, background clutter
and faded-out ink. As the considered data set does not have a
strict, rectangular layout such as the documents considered in
[5], a method invariant to skew, fluctuating text lines and differ-
ences in script and writing style is required. Color based seg-
mentation is not suitable, since first, the decorative entities are
not universally highlighted with a specific color and second, the
highlight color is too similar to the background.

The method introduced in this paper consists of two con-
secutive steps, where the first is the extraction and classification

of features and the second employs a cascading localization al-
gorithm. Both tasks are based on interest points computed by
means of Difference-of-Gaussian (DOG).

Applying an interest point detector in a scale-invariant man-
ner, the foreground of a document is disassembled into seg-
ments, where every interest point represents a part of a character
or initial dependent on its scale. Please note that background ar-
tifacts such as stains and clutter originating from the nature of
the writing support, are detected as foreground as well. How-
ever, these artifacts are rejected in the classification or localiza-
tion step.

Consecutively, a descriptor is calculated for every interest
point. This leads to local features describing these parts of char-
acters, or – depending on their scale – even whole characters
or text lines. SIFT are chosen as features as they are invariant
to scale and rotation, which is an important aspect for ancient
manuscripts, as the script size and orientation may change. Fur-
thermore, they are invariant to illumination changes, which al-
lows for variations in the background intensity due to uneven or
heterogeneously textured writing support, and changing inten-
sity of the ink. The invariance to the 3D camera viewpoint SIFT
incorporates, allows detecting the same character despite defor-
mations owing to unevenness of the writing support or variations
in the script.

The descriptors are then classified employing a kernel-based
supervised machine learning algorithm. A Support Vector Ma-
chine (SVM) with a Radio Basis Function (RBF) kernel is cho-
sen as classifier to discriminate between two classes: the main
body text on the one hand, and layout entities having a decora-
tive meaning on the other hand. These entities include embel-
lished initials, plain initials and heading. They are grouped into
one class as result of their local structure correspondence as ex-
plained earlier.The RBF kernel is chosen in order to be able to
separate non-linear data.

Having classified the descriptors, a class label for each in-
terest point is known. However, a localization algorithm needs
to be applied in order to find regions encapsulating whole layout
entities, as the classification of interest points leads to class de-
cisions just on certain locations in the image, but not for image
areas.

The scales and locations of interest points are exploited for
the localization step. The presumption for this procedure is that
an interest point represents an entity segment or even a whole
entity. The scale of the interest point hence relates to the size
of the entity part. Pursuant to this presumption, a cascade local-
ization algorithm is introduced which successively reduces the
amount of falsely classified descriptors.

Descriptors which are not non-ambiguously assignable to
one class might be classified to either class. Such descriptors
are likely to occur as not all of the elements, the entities are as-
sembled of, are unique for one of the classes. A further reason
is the scale invariance, which on the one hand is important due
to the reasons given previously, but on the other hand, adds po-
tential misclassifications. Examples are rounded shapes which
are one of the discriminative characteristics of main body text,
but occur in headings and initials too.

The proposed localization algorithm incorporates six con-
secutive steps successively reducing the number of mismatched
descriptors.
Scale-Based Voting: The first step is a scale-based voting,

where the classification scores obtained from the SVM are
weighted according to the scale of their interest points. The
underlying presumption is based on the observation that in-
terest points of a certain scale are most reliable.

Marker Points: Second, a set of marker points, which are reli-
able interest points indicating the position of a potential lay-
out entity, is established. Marker points are interest points
having a certain scale and a high classification score.

Merging: Then the remaining interest points overlapping with
at least one marker point are merged to the set of candidate
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interest points.
Filtering: The fourth step is region-based processing, where

overlapping interest points set up a region. Interest points
of regions including less than 10 interest points or regions
smaller than an average character of the document are re-
jected.

Spatial Weighting: Thereafter, the interest points’ scales and
the previously weighted classification score are spatially
weighted with a two-dimensional Gaussian distribution
leading to one score map per class.

Post-Processing: The final step after voting the score maps
pixel-wise against each other with the highest probability de-
termining the final class label of the pixel, is a second region-
based processing to reject isolated areas not large enough to
be a valid character.
In the first stage, the interest points are voted based on their

scale using a voting function penalizing diminutive and large
scales (diminutive respectively large scales in this context means
interest points smaller respectively larger than a whole character
of the regular text or a heading). The small interest points are
e.g. background clutter, dots, small structures of characters and
speckles of the parchment. The large scales represent e.g. whole
decorative initials, spots and stains as well as ripples of the
parchment.

Owing to the distribution of classification scores when inter-
related with their interest points’ scales, a linear weighting func-
tion is chosen. This weighting function implements the princi-
ple of a band-pass filter and, thus, emphasizes a certain range of
scales and lowering scales outside this range. The weight of the
function is applied on the classification score gained from the
SVM for each descriptor.

Applying this voting scheme, interest points representing
entire characters – in the case of main body text – are stressed,
whereas the impact of interest points having other scales is di-
minished. In case of the decorative entities, interest points indi-
cating entire heading characters or plain initials are highlighted.

Three octaves are established for the scale-space, and thus,
the interest points cover are range from small structures such as
dots or stroke endings to large structures enclosing a whole em-
bellished initial. As mentioned before, a certain scale of interest
points is likely to reliably locate characters. Reliability is de-
fined in terms of the capability of an interest point to indicate
the location and expansion of a whole character rather than in
terms of classification score.

In account of the characteristics of the scale, the classifica-
tion score distributions and interrelations, the selection of can-
didates for so-called marker points is done based on the scale
range of the second octave. The aim of marker points is indicat-
ing possible locations and extends of layout entities. Since all
subsequent filtering steps are based on these initial marker point
candidates, entities can solely be localized at positions where
marker points are detected. Hence, the determination of these
marker points is crucial for the performance of the localization
algorithm.

The next step is to merge the marker points with all remain-
ing retrieved interest points because the localization solely based
on marker points generates a sparse localization result. Thus, all
interest points overlapping with a marker point at least 25 %
are included in the set of interest points used for the following
stages.

Then, a region-based processing is applied, where a region
is defined by overlapping interest points. Regions are candidates
for layout entities. They are filtered based on two aspects: the
number of interest points setting up a region and the size of the
region.

Having determined the final set of interest points with their
weighted classification scores, a so-called score map having the
same size as the input image is established for each respective
class. Hereby, each interest point’s classification score is spa-

a) b) c)

d) e) f )

Figure 1: Exemplary results for decorative entities

tially weighted with a two-dimensional Gaussian distribution
according to the scale of the interest point.

Hence, at all locations of interest points, a weighted score
distribution having the same spatial extend as the interest point
is generated. For each pixel in the score map, the values of
overlapping interest points are accumulated. This results in one
score map for each respective class representing the accumu-
lated score for each pixel indicating the expectation belonging
to the particular class.

The final step in localizing layout entities is post-processing
on the score maps generated in the previous phase. The two
score maps are spatial distributions of probabilities for the class
of each pixel. After voting the score maps pixel-wise against
each other with the highest probability determining the final
class label of the pixel, a second region-based processing to re-
ject isolated areas not large enough to be a valid character is
done.

Figure 1 gives an overview of the different stages of the
localization algorithm. Gray blobs denote the ground truth, at
which dark gray blobs indicate decorative entities and light gray
blobs stand for the main body text class. The circles mark the in-
terest points with their respective scales. Figure 1 a)-e) show the
decorative entities-class, where a) illustrates all decorative enti-
ties descriptors classified by the SVM, in b), the marker points
are shown as selected from the second octave, c) depicts the
marker points after removing single occurrences, d) shows the
marker points merged with overlapping interest points and e)
presents the final result of the localization algorithm. In f), the
final result for the main body text class is given.

4. EVALUATION AND RESULTS

The proposed method is evaluated on a random sample of
100 pages of the Psalter having varying layouts, scripts and writ-
ing styles. The training set consists of image patches of the re-
spective classes, where 18 embellished initials, 30 plain initials
and 30 headings are taken as training samples for the class con-
taining the decorative entities, and 60 lines of main body text.
Please note that the set of embellished initials does not cover the
range and variety of these entities occurring in the manuscript.
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Table 1: F0.5-score, Precision and Recall for the different stages.

F0.5-score Precision Recall

a) Entire classification 0.9135 0.9243 0.8731
b) Main body text 0.9304 0.9388 0.8985
c) Decorative entities 0.6293 0.6670 0.5132

d) Main body text initial set of interest points 0.8726 0.9616 0.6370
e) Main body text interest points after the localization algorithm 0.9522 0.9709 0.8843
f) Decorative entities initial set of interest points 0.1982 0.1675 0.7419
g) Decorative entities interest points after the localization algorithm 0.4987 0.4569 0.7868

a) b)

Figure 2: Exemplary results for the main body text

The evaluation is done on pixel-level, having manually
tagged ground truth. The evaluation of the localization is not
carried out at positions having overlapping class labels. Thus,
a 20px margin is added to the blobs in each ground truth im-
age (having a mean resolution of 2850×3150). This technique
is motivated by two considerations: On the one hand, manually
tagged ground truth is tainted with noise. This noise occurs es-
pecially in border regions of overlapping classes. On the other
hand – depending on the data – the classes may have a fuzzy
or overlapping region border which renders exact ground truth
segmentation impossible.

Table 1 gives the evaluation results for the method, where
F0.5-score, precision and recall are employed as measure met-
rics for the method’s accuracy. For the interpretation of the re-
sults, it has to be considered that the ratio between main body
text and decorative entities is approximately 9:1 on the pixel
level. Hence, the performance of the detection and localization
of main body text has a higher influence on the entire classifi-
cation result than the performance for the decorative entity class
(compare Table 1 a-c). Rows a-c) of Table 1 give the perfor-
mance on pixel level for the score maps, whereas rows d-g) show
the results for the localization algorithm on the interest points,
i.e. before the Gaussian weighting of the interest points.

Table 1 b, c) gives the results for the respective classes. The
results for the decorative entities are not as promising as those
for the main body text. When evaluating the results visually, the
reasons for this are multiple. Figure 2 shows two results for the
main body text, where b) is a page with faded-out ink. Figure 3
gives exemplary results for the decorative entities as headings
(a-c), embellished initials (b,d-i) and plain initials (e-g,j,k).

First, the embellished initials are detected and localized well
if enough structural detail is present. Long single strokes are not
detected well by the DOG and SIFT, as edges do not provide re-
liable interest points [13]. Hence, at these strokes, the density of
interest points is low and therefore, a reliable localization cannot
be achieved either (see Figure 3 e,h).

Furthermore, plain initials placed in the margin of the page
being smaller than an average regular character, and, hence,
are either not covered by the marker points or do not produce
enough interest points to be considered as an initial. For an ex-

ample refer to Figure 3 j), in the left margin, there is a plain
initial that is not detected.

A second issue relates to plain initials and headings hav-
ing features not discriminative enough from the main body text.
This concerns entities having a prevailing number of character
segments characteristic for main body text, such as round, com-
pact shapes. Hence, even for humans who are no experts in the
Glagolitic language, the differentiation between main body text
on the one hand and plain initials or headings on the other hand
is a non-trivial task. In Figure 3 a), a heading having characters
similar to the main body text, is shown.

The third point concerns plain initial embedded in the main
body text, as they are single initials surrounded by another class,
the reliable detection and localization is obfuscated when com-
pared with isolated initials surrounded with background. In
these cases, the determination of these entities is based on other
characteristics such as a larger space before the initial or a colon
at the end of previous sentence (see Figure 2). These character-
istics cannot be exploited by the proposed method.

Additionally, class boundaries cannot always be determined
unequivocally as regions are overlapping or collide. Hence, if
the distance between an embellished initial and the main body
text is smaller than distances occurring between internal seg-
ments of an initial, e.g. outlines or hatches, the features of both
classes are included in the descriptors of this area and, thus, are
ambiguous. Entities abundantly embellished produce more in-
terest points than plain entities, and hence, due to the localiza-
tion algorithm, that spatially weights the classification scores
interest points, abundantly embellished entities have a higher
weight and, thus, may superimpose the other class in boundary
regions, confer Figure 3, f).

Table 1 d-g) give results from the evaluation of the classified
descriptors, where d) and f) give the accuracy before the voting
scheme and e) and g) after applying it on the interest points.
The voting scheme reduces the number of incorrectly classified
interest points.

5. CONCLUSION
A part-based layout analysis method is introduced, which ex-
ploits structural similarities of layout entities employing local
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Figure 3: Exemplary results for decorative entities

features. Scale Invariant Feature Transform descriptors known
from the field of object recognition are employed to describe
segments of layout entities in a scale-, rotation- and illumina-
tion invariant manner. Hence, this approach does not rely on a
binarization step but is directly applied to the gray scale image,
and furthermore is robust to variations in shapes, illumination
and writing orientation as well as (background) noise. Thus,
it is suitable for ancient handwritten documents having varying
layouts and being degraded. The detection of the layout entities
is then based on intra-class similarities, in case of main body
text, compact, rounded shapes are such structural similarities to
exploit. As the whole entity cannot directly be inferred from the
mere positions of the interest points, a localization algorithm is
needed that expands the interest points according to their scales
and the classification score to regions that encapsulate the whole
entity. Hence, a cascading algorithm is proposed that succes-
sively rejects weak candidates applying voting schemes. The
evaluations show that in case of decorative entities such as ini-
tials and headings, the detection and localization still poses chal-
lenges. For the main body, however, the identification works.
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