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† Signal Processing and Information Systems Laboratory, Sabanci University
Orhanli, Tuzla, 34956 Istanbul, Turkey

‡ Department of Electrical and Electronics Engineering, Universidad del Norte
Barranquilla, Colombia

[ email: delgado, mcetin ]@sabanciuniv.edu

ABSTRACT

Brain-computer interfaces (BCIs) are systems that allow the
control of external devices using information extracted from brain
signals. Such systems find application in rehabilitation of patients
with limited or no muscular control. One mechanism used in BCIs
is the imagination of motor activity, which produces variations on
the power of the electroencephalography (EEG) signals recorded
over the motor cortex. In this paper, we propose a new approach for
classification of imaginary motor tasks based on hidden conditional
random fields (HCRFs). HCRFs are discriminative graphical mod-
els that are attractive for this problem because they involve learned
statistical models matched to the classification problem; they do not
suffer from some of the limitations of generative models; and they
include latent variables that can be used to model different brain
states in the signal. Our approach involves auto-regressive model-
ing of the EEG signals, followed by the computation of the power
spectrum. Frequency band selection is performed on the resulting
time-frequency representation through feature selection methods.
These selected features constitute the data that are fed to the HCRF,
parameters of which are learned from training data. Inference algo-
rithms on the HCRFs are used for classification of motor tasks. We
experimentally compare this approach to the best performing meth-
ods in BCI competition IV and the results show that our approach
overperforms all methods proposed in the competition. In addition,
we present a comparison with an HMM-based method, and observe
that the proposed method produces better classification accuracy.

1. INTRODUCTION

A brain-computer interface (BCI) is a system that provides an al-
ternative communication pathway for patients who have lost their
ability to perform motor tasks due to a disease or an accident [1].
In addition, applications for healthy subjects in the fields of multi-
media and gaming have started to incorporate these technologies in
recent years as well [2]. BCIs aim to use brain signals to help sub-
jects control external devices and interact with their environment.
In the case of execution of (real or imaginary) motor tasks, it is
known that electroencephalography (EEG) signals measured over
the motor cortex exhibit changes in power related to the movements.
These changes primarily involve increase and decrease of power in
the alpha (8Hz-13Hz), sigma (14Hz-18Hz), and beta (18Hz-30Hz)
frequency bands. These phenomena are known as event related syn-
chronization and desynchronization [3]. This information can be
used to classify different imaginary motor tasks by comparison of
the power levels of the EEG signals recorded in a number of posi-
tions on the scalp. In particular, changes of the signal power in dif-
ferent frequency bands with time provide useful information. Based
on this observation, methods based on time-frequency analysis of
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the EEG signals have been proposed [4, 5, 6]. Furthermore, algo-
rithms involving stochastic time series models taking into account
changes of the signal power with time, such as hidden Markov mod-
els (HMMs) [7, 8, 9, 10] have been used in combination with fea-
tures describing the temporal behavior of the EEG signals [11, 12].
We share the perspective with this latter body of work that changes
in the power of the signals during execution of motor tasks reflect
the underlying states in the brain and that the sequence of states pro-
vides useful information for discrimination of different imaginary
motor tasks. In previous work based on HMMs, we have shown
that this approach provides good results [10]. Nevertheless, if the
EEG signal is modeled by an HMM, which is a generative model,
the distribution of the data must be estimated and conditional inde-
pendence assumptions of the data given the underlying states should
be incorporated in order to make the inference problem tractable. A
remedy for this problem, used in other application domains, is the
use of the conditional random fields (CRFs) [13]. Although this is
a discriminative model that does not require the estimation of the
distribution of the data, there is one more issue for the case of the
BCI applications, where, unlike the analysis of sleep EEG signals
based on CRFs as proposed in [14], the sequence of states in the
BCI problem is unknown, making it necessary to incorporate latent
variables into the model. This issue can be addressed through the
use of so-called hidden conditional random fields (HCRFs) [15]. In
this paper, we present an HCRF-based approach for classification
of imaginary motor tasks. We perform feature extraction and selec-
tion through time-frequency analysis of the signals based on auto-
regressive modeling. These extracted features at specific frequency
bands constitute the data to be fed to an HCRF. Intermediate brain
states are defined and represented by latent variables in the HCRF
model. Model parameters are learned from labeled training data,
and inference algorithms on HCRFs are used for classification. To
the best of our knowledge, this is the first use of HCRFs for analysis
of EEG signals in general, and in the context of BCI in particular.
We present experimental results demonstrating the improvements
provided by our HCRF-based approach over the best performing
methods in BCI competition IV as well as over the HMM-based
method in [10].

2. HIDDEN CONDITIONAL RANDOM FIELDS

In the task of labeling sequence data, one of the most widely used
tools is the hidden Markov model [16], a finite automaton which
contains discrete-valued states Q emitting a data vector X at each
time point, the distribution of the data at each time point depends
on the current state. Given that models of this kind are generative,
it is necessary to determine the joint probability over observations
and labels, which requires all possible observation sequences to be
enumerated. In order to make the inference problem tractable, as-
sumptions about independence of the data at each time point condi-
tioned on the states should be made. Such assumptions are violated
in many practical scenarios. CRFs are discriminative models that
overcome such issues [13], avoiding the need to determine the data
distribution as well as the need for the independence assumptions.
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In CRFs, the conditional probability of labels Y given the data X
(to be labeled) is given by [13]:

Pθ (y|x) ∝ exp{ ∑
e∈E,k

λk fk(e,y|e,x)+ ∑
v∈V,k

µkgk(v,y|v,x)} (1)

where V and E are the vertices and edges in the graph G = (V,E),
and y|S refers to the set of components of Y associated with the
subgraph S. The CRF-features1 fk and gk are related to the edges
and vertices, respectively, and are given and fixed. One has to esti-
mate the parameters λk and µk based on training data. More detailed
description of CRFs is beyond the scope of this paper, for which we
refer the reader to [13].

This approach overcomes the problems stated above for HMMs,
however in the BCI problem, which is of interest in this paper, the
values for the assumed states in the EEG signals during the exe-
cution of mental tasks are unknown and are not available in the
training stage. Because of that, it is necessary to incorporate hid-
den state variables. Such a model has been proposed in [15], and
is called the hidden conditional random field (HCRF). HCRFs are
able to capture intermediate structures through hidden states, com-
bined with the power of discriminative models provided by CRFs.
Furthermore, unlike CRFs, they also provide a way to estimate the
conditional probability of a class label for an entire sequence. An
HCRF is constructed as follows. The task is to predict the class y
from the data x, where y is an element of the set Y of possible labels
for the entire data and x is the set of vectors of temporal observa-
tions x = {x1,x2, ...,xm}. The subindex m represents the number
temporal observations. Each local observation is represented by a
feature vector φ(x j)∈Rd where d is the dimensionality of the repre-
sentation. The training set contains a set of labeled samples (xi,yi),
for i = 1...n where yi ∈Y and xi =

{
xi,1,xi,2, ...,xi,m

}
. For any xi a

vector of latent variables h= {h1,h2, ...,hm} is assumed, providing
the state sequence of the data. Each possible value for h j is member
of a finite set H of possible hidden states. The joint probability of
the labels and states given the data is described by:

P(y,h|x,θ) = exp(Ψ(y,h,x;θ)

∑y′,h exp(Ψ(y′,h,x;θ)
(2)

where θ are the parameters of the models and Ψ(y,h,x;θ) is a po-
tential function ∈ R.The conditional probability of the labels given
the data can be found by:

P(y|x,θ) = ∑
h

P(y,h | x,θ) = ∑h exp(Ψ(y,h,x;θ)

∑y′,h exp(Ψ(y′,h,x;θ)
(3)

According to [15] the estimation of parameter values, using the
training data, is performed using the following objective function:

L(θ) = ∑
i

logP(yi|xi,θ)−
1

2σ2 ‖θ‖
2 . (4)

where the first term in (4) is the log-likelihood of the data. The
second term is the log of a Gaussian prior with variance σ2. Under
this criterion gradient ascent can be used to search for the optimal
parameter values θ∗ = argmaxθ L(θ). Given a new test example x
and parameter values θ∗ induced from the training set, the label for
the example is taken to be argmaxy∈Y P(y|x,θ∗).

HCRFs use indirected graph structure, where the hidden vari-
ables hm are the vertices of the graph. Based on this, the potential

1These are simply called features in the CRF literature. However to dis-
tinguish them from features to be extracted from EEG signal, we call them
CRF-features.

Figure 1: A simple HCRF model.

function Ψ(y,h,x;θ) is defined as:

Ψ(y,h,x;θ) =
m

∑
j=1

∑
l∈L1

f1,l( j,y,h j,x)θ1,l

+ ∑
( j,k)∈E

∑
l∈L2

f2,l( j,k,y,h j,hk,x)θ2,l (5)

where L1 and L2 are the set of node and edge HCRF-features,
respectively, and, f1,l and f2,l are functions defining the HCRF-
features in the model. The structure of the graph is assumed to be a
tree, then exact methods for inference and parameter estimation can
be used (i.e Belief Propagation). In the case of the BCI problem
presented in this paper the structure proposed involves a chain of
hidden states, as shown in Figure 1.

3. DESCRIPTION OF THE PROPOSED METHOD AND
EXPERIMENTS

3.1 Problem and Dataset Description

In a typical BCI applications based on the imagination of motor
activity, the subject is requested to execute imaginary motor tasks
following a visual cue. It is known that the imagination of motor
activities produces synchronization and/or desynchronization of the
electrical signals recorded over the motor cortex and that this pro-
cess has an asymmetrical spatial distribution during the imagination
of the motor task (e.g., imagination of movement of a particular leg
produces changes in the power of electrical signals in the contra-
lateral region of the brain). Given a number of training sessions
containing data from multiple trials in which the subject has been
requested to imagine several motor tasks, the first task is to learn a
model. Then, given some new (test) data, the task is to run an in-
ference algorithm to perform classification of the imaginary motor
task.

In this work the Dataset IIb of BCI competition IV [17], which
consists of bipolar EEG recordings over scalp positions for elec-
trodes C3, Cz and C4 (see Figure 2(a)) in 9 subjects, was used. The
cue-based BCI paradigm involved two classes, represented by the
imagination of the movement of left hand and right hand, respec-
tively. The time scheme of the sessions is depicted in Figure 3. At
the beginning of each trial, a fixation cross and a warning tone are
presented. Three seconds later, a cue (indicating left or right move-
ment) is presented and the subject is requested to perform the imag-
inary movement of the corresponding hand. The dataset contains
five sessions, two for training and the remaining three for testing.
Some of these sessions involved feedback, indicating to the subject
how well the imagination of the motor task has been executed, and
others did not. In our work we have used the sessions with feed-
back. Temporal behavior of the EEG signals could be modified due
to the feedback influence [18].

1378



(a) (b)

Figure 2: (a) Montage used to extract the signal on C3, C4 and Cz,
(b) EOG Channels.

Figure 3: Time scheme for the experimental procedure.

3.2 Artifact Reduction
In order to reduce the interference of electrooculographic (EOG)
signals in the EEG recordings, linear regression was employed, us-
ing the EOG data recorded at N = 3 channels using electrode loca-
tions shown in Figure 2(b). In this approach, the signal recorded by
the EEG electrodes is modeled as the summation of the actual un-
derlying EEG signal and the noise, represented by a linear combi-
nation of the EOG signals interfering into the EEG electrodes [19]:

w(n) = s(n)+u(n).b (6)

where n represents the discrete time index, w(n) and s(n) represent
the noisy and the actual EEG signals at M electrodes, and u(n) rep-
resents the EOG signal at N electrodes. Representing w(n), s(n),
and u(n) as row vectors, b is an unknown matrix of size N ×M
representing the set of coefficients that explain how the EOG sig-
nals have propagated by volume conduction to each of the points
on the scalp where the EEG measurements are made. The prob-
lem is to recover s(n) from measurements of w(n) and u(n). Given
that the EOG signals are large in magnitude compared to the EEG
signals, the interference of EEG in the EOG recordings u(n) can
be neglected [19]. If we knew b, the original EEG signal could be
found by s(n) =w(n)−u(n).b. We describe a procedure to estimate
b, which can then be used in this equation to estimate s(n). Multi-
plying the signal s(n) by u(n)T and taking expectation, we obtain:

E[u(n)T w(n)] = E[u(n)T s(n)]+E[u(n)T u(n)b] (7)

Under assumption that there is no correlation between the EEG
signal s(n) and the EOG signals u(n) we obtain an expression for
estimating the coefficient matrix b:

b̂ = E[u(n)T u(n)]−1E[u(n)T w(n)] (8)

The coefficients were calculated using a set of EOG measure-
ments available in the dataset for each one of the subjects as de-
scribed in [19]. These measurements involve the execution of dif-
ferent ocular movements enabling the estimation of b before the
start of the motor task classification sessions.

3.3 Feature Extraction
For extraction of information from the EEG signal about the task be-
ing executed by the subject, we consider and compare two types of
features in this paper: Hjorth parameters and auto-regressive power
spectrum.

3.3.1 Hjorth Parameters

Hjorth parameters provide a representation of the general character-
istics of the EEG signal [11]. Hjorth parameters of the EEG signal
si(n) namely Activity, Mobility, and Complexity are defined by:

Activityi = var(si(n)) (9)

Mobilityi =

√
Activityi(

dsi(n)
dn )

Activityi(si(n))
(10)

Complexityi =
Mobilityi(

dsi(n)
dn )

Mobilityi(si(n))
(11)

where i = 1,2, ...,M. The Hjorth parameters have physical inter-
pretations. Activity corresponds to the power of the signal, Mobil-
ity represents the mean frequency, and Complexity represents the
change in the frequency. This representation has been widely used
in BCI applications [12, 7].

In this work, the time-varying Hjorth parameters are calculated
using a sliding window of 1 second over the EEG signal with an
overlapping of 80% of the windows size. The feature vector x to
be fed to the HCRF is obtained by using the parameters calculated
over the signals recorded at electrode positions C3 and C4:

x= [ActivityC3(τ),MobilityC3(τ),ComplexityC3(τ),

ActivityC4(τ),MobilityC4(τ),ComplexityC4(τ), ] (12)

where τ represents an artificial time index corresponding to the
temporal window number used in computation of the Hjorth param-
eters.

3.3.2 Power Spectral Density Estimation using Auto-Regressive
parameters

The power spectrum of the signal is computed by parametric meth-
ods involving the calculation of autoregressive (AR) models of the
signal. In this paper, we use Burg’s method because it provides bet-
ter stability than the Yule-Walker method, by minimizing the error
in backward and in forward direction [20]. The power spectrum of
the EEG signal is estimated as the frequency response of the auto-
regressive model:

si(n) =
p

∑
k=1

aksi(n− k)+g(n). (13)

where, n represents the discrete time index, p is the model order,
ak is the kth coefficient of the model and g(n) is the system input
or noise function. Then we can compute the system function in the
z-domain:

Hi(z) =
Si(z)
G(z)

=

(
1−

p

∑
k=1

akz−k

)−1

(14)

The AR spectrum can be obtained by evaluating H(z) on the unit
circle where z = exp( jω) [21].

For estimating the AR parameters, we use a 1-second sliding
window, as in the case of Hjorth parameters, for electrodes C3 and
C4 . For each signal segment of 1 second, the model is estimated
and the frequency response is obtained. The overlap of the seg-
ments was fixed to 80% of the window length. This produces a
time-frequency map for each signal. From this time-frequency rep-
resentation with frequency resolution of 0.25Hz providing a set of
109 components, it is necessary to select the frequency bands which
provide more information about the task. We use feature selection
methods for this purpose, which we describe next.
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Subject Zheng Yang et al. Huang Gan et al. D. Coyle et al. AR-Power+HMM HJORTH+HCRF. AR-Power+HCRF.
1 0.40 0.42 0.19 0.46 0.53 0.56
2 0.21 0.21 0.12 0.27 0.23 0.24
3 0.22 0.14 0.12 0.19 0.14 0.18
4 0.95 0.94 0.77 0.93 0.94 0.95
5 0.86 0.71 0.57 0.88 0.86 0.93
6 0.61 0.62 0.49 0.64 0.68 0.72
7 0.56 0.61 0.38 0.54 0.40 0.51
8 0.85 0.84 0.85 0.71 0.84 0.80
9 0.74 0.78 0.61 0.75 0.64 0.71

Average 0.60 0.58 0.46 0.60 0.58 0.62

Table 1: Comparison with the results of the BCI competition IV (Kappa Values)

3.4 Feature Selection

When features based on auto-regressive power spectrum are used,
the feature dimension is large and it is necessary to select the bands
of frequencies which provide more information about the oscilla-
tory brain activity related to the mental tasks executed by the sub-
jects. For this task, we analyze the training dataset and calculate
the degree of separability of the frequency components during the
realization of imaginary motor activity, using the Fisher score. The
Fisher score is a measure of the class separability for two classes i
and j [22], and is defined as follows:

Fisher( fk ,τ,i, j) =
(m(i, fk ,τ)−m( j, fk ,τ))

2

σ2
(i, fk ,τ)

+σ2
( j, fk ,τ)

. (15)

Where m(i, f ,τ) and m( j, f ,τ) correspond to the inter-trial average of
the autoregressive power spectrum at time τ and frequency compo-
nent fk for each class, where i 6= j. Similarly, σ2

(i, fk ,τ)
and σ2

(i, fk ,τ)

are the inter-trial variances of the auto-regressive power spectrum
for each class. For a two-class problem, this produces a matrix each
entry of which contains the Fisher score for a specific value of time
and frequency as shown in the top row of Figure 4. For feature
selection, we compute the temporal averages of Fisher scores, as
shown in the bottom row of Figure 4, and pick the top five bands for
each electrode. Since we use the EEG signals from two electrodes
(C3 and C4), this results in a feature vector x of length 10.

Figure 4: Fisher score computed from the training data measured by
C3 (left) and C4 (right) electrodes, displayed as a function of time
and frequency (top) and after temporal averaging each frequency
component (bottom).

3.5 Model Selection and Classification
Feature vectors were obtained using Hjorth parameters or the auto-
regressive power spectrum as described previously, constitute the
data x to be fed to the HCRF-based inference algorithm to be la-
beled.

Following [15], the potential function Ψ(y,h,x;θ) is defined as
follows:

Ψ(y,h,x;θ) = ∑
j

φ(x j).θ(h j)+∑
j

θ(y,h j)+ ∑
( j,k)∈E

θ(y,h j,hk)

(16)
where θ(h j) ∈ Rd is a parameter corresponding to the latent vari-
able h j. The inner product φ(x j).θ(h j) can be interpreted as the
compatibility between the observation x j and the hidden state h j,
θ(y,h j) ∈ R can be interpreted as a measure of the compatibility
between latent variable h j and category label y, and each parameter
θ(y,h j,hk) measures the compatibility between an edge with labels
hk and h j and the label y. In this work no further transformation is
applied to the input data, so we take φ(x j) = x j. Given that the def-
inition of the potential function in (16) can be written in the same
form as (5), and that the graph structure proposed for the modeling
of the EEG signals is a chain, algorithms as belief propagation can
be used for estimation of parameter values θ∗.

One important issue in the BCI problem treated here is that the
number of different brain states encountered during the execution
or imagination of motor tasks is not obvious. In order to find the
number of states that explain the signal well, a three fold cross val-
idation is performed over the training data, with possible values of
2,3,4,5 for the number of distinct states.2 From this set of models,
with different numbers of hidden states, the model which provides
the best classification accuracy after the cross validation process,
over the training data, is selected.

Once the model is selected, classification is done by selecting
as the label y for a test sequence x to be:

ŷ = argmax
y∈Y

P(y/x;θ
∗). (17)

As was explained before, there are exacts methods for inference
given the structure of the graph, as the objective function in (4) and
its gradient can be written in terms of marginal distributions [23]
which can be computed using belief propagation.

4. RESULTS

We evaluate the performance of the HCRF-based approach pre-
sented above on BCI Competition IV dataset 2b. We compare the
results of our approach to the top three results in the competition
for this dataset. In addition, we also present a comparison with the
HMM-based method in [10].

Following the methodology used in the competition, we use the
Kappa values [24] as the metric for comparing different methods:

2The value of 1 was not considered because it is physically inconsis-
tent with phenomena involving changes (synchronization and desynchro-
nization) in the EEG signal.
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κ =
C×Pcc−1

C−1
(18)

where C is the number of classes and Pcc is the probability of correct
classification. Relatively larger kappa values indicate better perfor-
mance.

The results of our experiments are shown in Table 1. Here,
the results of the HMM-based method and the HCRF-based meth-
ods are compared to the top results in the BCI competition. We
observe that the proposed HCRF-based method with AR spectrum
features provides the best performance in five out of nine subjects
compared to the BCI competition results. Furthermore, the average
kappa value achieved by this approach is better than those of the the
best performing methods in the BCI competition, as well as that of
the HMM-based method in [10].

5. CONCLUSION

We have proposed a new method for classification of imaginary mo-
tor tasks, based on HCRFs. The autoregressive modeling of the
EEG signal, followed by the computation of the power spectrum
and the selection of the frequency bands according to the Fisher
score, produces the feature vector that is fed to the HCRF-based
classifier. The discriminative nature of this method makes it un-
necessary to model the distribution of the data or make assump-
tions about independence. Experimental results demonstrate the
improvements in the classification accuracy provided by this ap-
proach over other methods. Furthermore, this method is based on
modeling of the temporal changes of the EEG signal and the anal-
ysis of the states sequences could provide insights into the physical
phenomena underlying the execution of the imaginary motor tasks.
This last point raises an interesting question about the physiological
meaning of the states, which is the focus of our future work.
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