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ABSTRACT 

 
Golomb coding is useful for encoding geometrically 
distributed data and plays an important role in advanced 
compression techniques, such as JPEG-LS and H.264. In 
this paper, a new Golomb coding method for asymmetric 
two-sided geometrically distributed data is proposed. An 
asymmetrical model means that the value of x can be 
positive or negative, but the ratio P(x = -n)/P(x = -n-1) is 
unequal to P(x = n)/P(x = n +1). The asymmetric model is 
more suitable for modeling the practical case because many 
data have higher probability to be positive (or negative) 
than to be negative (or positive) in nature. Two simulation 
examples are given: One is to encode the object boundaries 
for binary image compression and the other one is to 
encode the DC differences in JPEG. Both simulation 
results show that the proposed asymmetric two-sided 
Golomb coding algorithm outperforms other methods and 
has higher ability for data compression.              
 

Index Terms— Image compression, data compression, 
Huffman code, Golomb code, JPEG 
 

1. INTRODUCTION 
 
The Golomb code [1][2] is suitable for encoding the data 
whose probability has a geometrical distribution. It has 
been adopted by some advanced compression algorithms, 
such as JPEG-LS and H.264 [3]. Unlike the Huffman code, 
the Golomb code does not require a coding table. Therefore, 
if one uses the Golomb code instead of the Huffman code 
to encode a geometrically distributed data, such as the AC 
coefficients and the zero run length in JPEG, higher 
compression ratio can be achieved.  

In this paper, the Golomb code is modified to encode 
the data that has an asymmetric two-sided geometric 
distribution (ATSGD). That is, the value of a data can be 
positive or negative and the probability distribution of the 
data has the form of 
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In (1) and (2), p1  p2 means that the probability that the 
data has a positive value is unequal to the probability that 
the data has a negative value. Moreover, the ratio of 
PS[n]/PS[n+1] is also unequal to PS[n]/PS[n1]. In our 
daily life, there are many conditions that the data has an 
ATSGD. For example, the probability that the population 
of a country increases is higher than the probability that the 
population decreases. The probability that the weight of a 
child increases is higher than the probability that the weight 
decreases.     

In image compression, there are also many cases 
where the data has an ATSGD. When encoding the 
boundaries of objects, the curve is more possible to be 
convex than to be concave. Since the convex case has 
higher probability, it is proper to model the height of each 
segment of the curve by an ATSGD (illustrated in Section 
4.1). Moreover, in the DC differential coding process of 
JPEG, if the previous block has lower DC value, then the 
difference between the DC value of the current block and 
that of the previous block has higher probability to be 
positive (illustrated in Section 4.2). For the examples 
described as the above, using the proposed modified 
Golomb code will achieve higher compression ratio than 
using the Huffman code and the original Golomb code. 
(Note that, although the Huffman code is optimal in theory, 
the coding table is required.) 

This paper is organized as follows. The geometric 
distribution and Golomb coding are reviewed in Section 2. 
In Section 3, the proposed modified Golomb code for 
encoding an asymmetric two-sided geometrically 
distributed data is presented. In Section 4, two examples 
that use the proposed modified Golomb code to encode the 
object boundaries for binary image compression and 
encode the DC differences in the JPEG process are shown. 
In Section 5, we make a conclusion. 

 
2. GEOMETRIC DISTRIBUTION AND  

GOLOMB CODING 
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(a) One-sided geometric 
distribution 

(b) Two-sided geometric 
distribution 

Figure 1 – One-sided and the two-sided geometric distributions. 
 
2.1. Geometric Distribution 
 
The geometrical distribution can be classified into two 
types. One is the one-sided geometric distribution (OSGD), 
and the other one is the two-sided geometric distribution 
(TSGD). The illustration of the OSGD and the TSGD are 
shown in Fig. 1. The data with the OSGD is modeled as 
follows:   

[ ] (1 ) s
SP s p p      where 0s  .                   (3) 

and p is the common ratio (p  (0, 1)). By contrast, the data 
with the TSGD can be modeled by (1). In (1), if p1 = p2, 
then the data is said to have a symmetric TSGD. Otherwise, 
it has an asymmetric TSGD (ATSGD), see Fig. 2.           
 
2.2. Golomb Coding 
 
Golomb coding [3][4][5][6][7][8] is a lossless data 
compression method and has been adopted by JPEG-LS 
and H.264 [3]. The Golomb code is fully equivalent to the 
Huffman code if the probability of the data has a OSGD. 
The Golomb code has a tunable parameter m, which is 
known as Golomb parameter. In the OSGD case, the 
optimal Golomb parameter m can be estimated by: 
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where p is the common ratio defined as in (3) and   
means rounding toward infinity (i.e., the ceiling operation). 
If the data is not geometrically distributed, one can 
approximate its probability by a geometric distribution 
function and use the Golomb code to encode it. Although 
in this condition the optimal coding results may not achieve, 
since the Golomb code does not require a coding table, 
which is needed by the Huffman, using Golomb code 
always achieve a lower bit rate than using the Huffman 
code in practice.     

In the symmetric TSGD case, one can use an extra bit 
to represent the sign and then apply the method the same as 
that of the OSGD case to encode the data. In the ATSGD 
case, we suggest that it is proper to apply the proposed 
method in the next subsection to encode the data. 
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Figure 2 – The proposed modified Golomb code is suitable for 

encoding the data whose probability has an asymmetric two-sided 
geometric distribution (asymmetric TSGD).   

 
 

3. PROPOSED MODIFIED GOLOMB CODES FOR 
ASYMMETRIC TWO-SIDED GEOMETRICALLY 

DISTRIBUTED DATA 
 
In image compression, sometimes the absolute value of a 
data has a geometric distribution but the probability that the 
data has a positive value is unequal to the probability of the 
negative value case. In this case, one can use (1) to model 
the probability distribution of the data, which is also 
depicted in Fig. 2. 

To encode the data S whose probability has the form 
as in Fig. 2, a mapping function can be utilized to map S 

into a new data S  such that the value of S  is non-negative 
and nearly has a geometric probability distribution 

First, assume that the probability parameters p1 and p2 
in (1) have the following relationship 
                                       2 1

kp p                                 (5) 

where k is called the asymmetric parameter. Then, from (1), 
one can verify that    
                                   S SP s P t                 (6) 

             where s > 0,    t = 1, 2, …., s/k 1,            
Moreover,                         
                                    S SP t P s    (7) 

                   where t  0,   s = 0, 1, …, k|t|,         
and   means rounding toward zero (i.e., the flooring 
operation). Therefore, from (6) and (7), one can apply the 

following mapping function to generate S  from S: 
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where k is defined as in (5), i.e., 2 1log / logk p p . Eq. (8) 

is a one-to-one mapping operation. It comes from sorting 
the magnitude of PS(s) according to (6) and (7) and one can 

verify that the probability that 1S s  is always no less than 

the probability that 2S s  if s1 < s2.      

Moreover, if n =  s + s/k 1 where s > 0, then 

p1  p2 
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Similarly, if n = |s| + k|s|  where s  0, then 
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Therefore, from (10) and (12), 
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That is, although S  is not geometrically distributed, one 
can use the one-sided geometric distribution with the 
common ratio p3 to approximate the probability distribution 

of S . It means that S  can be encoded using a Golomb 
code in the one-sided case [1][2], but in (4) p is replaced 
with p3: 
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Therefore, one can use the procedure summarized as in 
Table I to encode the data whose probability distribution 
has the ATSGD form as in Fig. 2. We call it the modified 
Golomb code in the ATSGD case.  
 

Table I.  Proposed modified Golomb coding algorithm for the 
data with asymmetric two-sided geometric distribution (ATSGD).        

Step 1: Estimate the probability parameters p1 and

 

p2 
Step 2: Determine the asymmetric parameter k by  
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Step 3: Map the original two sided data s into s :   
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Step 4: Compute the probability parameter p3 for the one sided 
data s  
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Step 5: Determine the Golomb parameter m for s  by  
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 Step 6: Encode s  by the Golomb code with the parameter m.  

 
 

 
 
 
 
 
 
 

 
 

Figure 3 – (a) Most parts of an object are convex.  (b) Using a 2nd 
order polynomial to approximate a curve.   

 
Note that, as the original Golomb code, the proposed 

modified Golomb code for the ATSGD case also requires 
no coding table. One only has to record the value of m and 
k. In [9][10], an alternative way to encode the data with the 
ATSGD is proposed. However, instead of (1), they 
modeled the probability by PS[n] = Ap|s-d|, i.e., using the 
“off-centered” model. From the simulations in Section 4, 
we can see that although their method has good 
performance for encoding the data with the ATSGD, if the 
proposed modified Golomb code is applied, even higher 
compression ratio can be achieved. 
 

4. SIMULATION RESULTS 
 
In nature, there are many conditions that the data has an 
asymmetric TSGD and it is proper to use the proposed 
modified Golomb code to encode and compress it. Here, 
two examples are given, which verifies that the proposed 
modified Golomb code can achieve better performance 
than other methods for encoding the data with an 
asymmetric TSGD. 
 
4.1. Example 1: Encoding the Boundaries of Objects in 

Binary Image Compression 
 
To encode a binary image, one only has to record the 
boundaries of objects and indicate which regions have the 
value of 1. Thus, using the least number of data to encode 
the object boundaries is an important issue for binary 
image compression. In our simulations, the figures were 
acquired from the database provided by Achanta et al. [11]. 

In Fig. 3(a), it can be observed that, because most 
parts of an object are convex, after connecting the corners 
by straight lines, the differences between the true boundary 
curve and the straight lines are always positive (the 
outward direction is positive and the inward direction is 
negative). 

To encode the boundaries of an object, an efficient 
way is to record the coordinates of corners by differential 
coding and use the 2nd order polynomial in (16) to 
approximate the curve between the corners:    

x1 
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x4 
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x6 
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        (a)   (b) 

Figure 4 – Two binary images that are used in the simulations of 
object boundary encoding in Table II.  

 
 

Table II.  The numbers of bits (including those required for the 
coding table) used for encoding the boundaries of the objects in 

Fig. 4 when using the proposed modified Golomb codes and other 
methods. 

 Huffman  

Original 
Golomb 

Code + Sign 
Bit 

Off-Centered 
Golomb 

Code 

Proposed 
Modified 

Golomb Code 
for ATSGD

Fig. 4(a) 241 bits 152 bits 143 bits 129 bits 

Fig. 4(b) 292 bits 185 bits 185 bits 169 bits 

 
 
Table III.  The average numbers of bits (including those required 
for the coding table) used for encoding the boundaries of 1000 

objects in the database provided by [11] when using the proposed 
modified Golomb codes and other methods. 

Huffman  
Original 

Golomb Code 
+ Sign Bit 

Off-Centered 
Golomb Code 

Proposed 
Modified Golomb 
Code for ATSGD

203.941 bits 127.378 bits 126.231 bits 114.807 bits 
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The illustration of (16) is shown in Fig. 3(b). If the corners 
are ordered in the clockwise direction, then yk always has 
the direction outward the object, as in Fig. 3(a). Since in 
(16) Lk can be determined by the coordinate of the corners. 
To record the 2nd order polynomial in (16), one only has to 
record the value of k. The value of |k| is near to have a 
geometric distribution and suitable for being encoded by 
the Golomb code. However, it is shown in Fig. 3(a) that 
most parts of an object are convex. Therefore, the value of 
k in (16) has higher probability to be positive than to be 
negative. Thus, it is more proper to use the proposed 
modified Golomb code for the ATSGD case instead of the 
original Golomb code to encode the value of k and 
improve the compression efficiency. 
 
 

The simulations of using the Huffman code, the 
original Golomb code [1][2], the off-centered Golomb code 
[9][10], and the proposed modified Golomb code to encode 
the boundaries of the two objects in Fig. 4 and the 1000 
objects provided by [11] were performed and the results 
were shown in Tables II and III. The simulation results 
show that our proposed coding algorithm indeed has better 
performance for coding the object boundaries and hence 
has higher ability to compress binary images.                   

Note that, although the Huffman code is optimal in 
theory, since it requires the “coding table”, the number of 
bits required by the Huffman coding algorithm is higher 
than those of the proposed algorithm and other Golomb 
based algorithms.  

  
4.2. Example 2: Using the Proposed Code for DC Term 

Differential Coding in JPEG  
 
In the JPEG standard, the differential coding method is 
applied for the DC terms. First, the differences of the DC 
values of adjacent blocks are calculated. Then, the 
Huffman code is used for encoding the DC differences. 
Nonetheless, it can be observed that the DC difference has 
some characteristics: 
 
(a) If the DC value of the (m, n)th block is denoted by      

D[m, n], then the value of |D[m, n]  D[m, n1]| 
always has a geometric distribution. 

(b) If D[m, n1] is low, then D[m, n]  D[m, n1] has a 
higher probability to be positive. If D[m, n1] is high, 
then D[m, n]  D[m, n1] is more probable to be 
negative. 

 
Due to the above reasons, it is proper to the proposed 

modified Golomb code in the ATSGD case instead of the 
Huffman code and the original Golomb code to encode the 
DC difference in the JPEG procedure. One can use the 
ATSGD as in Fig. 1 to model the probability distribution of 
D[m, n]  D[m, n1]. If D[m, n1] is small, then p1 is 
larger than p2 (i.e., in (5) k should be larger than 1). If D[m, 
n1] is large, p1 is smaller than p2 and the value of k in (5) 
should be smaller than 1.    

The simulation results of using the Huffman code, the 
original Golomb code [1][2], the off-centered Golomb code 
[9][10], and the proposed modified Golomb code for DC 
term differential coding in the JPEG process were given in 
Table IV. The four tested images were as in Fig. 5. The 
simulation results in Table IV showed that our proposed 
coding algorithm absolutely has better performance for 
coding the DC differential terms in the JPEG procedure 
and hence has higher ability for image compression.   
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(a) (b) 

   
(c) (d) 

Figure 5 – Four 512512 test images used in the simulations of 
DC term differential coding in Table IV. 

 
Table IV.  Number of bits (including those required for the coding 

table) required for DC term differential coding in the JPEG 
procedure when using the Huffman code, the original Golomb 

code, the off-centered Golomb code, and the proposed modified 
Golomb code. 

 Huffman 

Original 
Golomb 

Code  + Sign 
Bit 

Off-Centered 
Golomb 

Code 

Proposed 
Modified 

Golomb Code 
for ATSGD

Fig. 5(a) 23705 bits 23133 bits 23049 bits 21988 bits 

Fig. 5(b) 23673 bits 21574 bits 21625 bits 20639 bits 

Fig. 5(c) 16944 bits 17209 bits 15238 bits 13064 bits 

Fig. 5(d) 20309 bits 20725 bits 19526 bits 17879 bits 

 
5. CONCLUSION 

 
In this paper, a modified Golomb coding algorithm based 
on the asymmetric TSGD model is proposed. Unlike the 
original Golomb code, our proposed code is suitable for 
dealing with the data whose probability is not symmetric in 
the positive and the negative cases. The simulation results 
show that the proposed code based on the asymmetric 
TSGD model has better performance than the Huffman 
code, the original Golomb code, and the off-centered 
Golomb code. It is useful for binary image compression 
and can be applied for DC term differential coding in the 
JPEG procedure. Many other image coding problems, such 
as coding the motion vector in MPEG, are also the 
potential applications of the proposed modified Golomb 
code in the ATSGD case. 
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