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ABSTRACT

The continuously growing demand for wireless connectivity
has turned bandwidth into a scarce resource that should be
carefully managed. A common solution is to assign disjoint
portions of the bandwidth to different users, but the portion
size decreases as the number of users grows. An alterna-
tive solution is to introduce spatial diversity through coor-
dinated base stations, but such systems are very sensitive to
timing and frequency synchronization offsets. To tackle these
problems, we use principles of network coding for bandwidth
management in a double relay cellular system of two base
stations and two users. We propose a three-time-slot trans-
mission strategy and a MMSE reception strategy. It avoids
the need of tight frequency or timing synchronization through
a simple communication protocol without using additional
bandwidth or infrastructure. By finding a balance between
spatial diversity and transmission time, our approach achieves
the system capacity and fairness in all SNR conditions.

Index Terms— double relay, MMSE, time-multiplexing

1. INTRODUCTION

The continuously growing demand for wireless connectiv-
ity has turned bandwidth into a scarce resource that should
be carefully managed. Traditionally, the management of the
available bandwidth has been done by assigning disjoint por-
tions of the bandwidth to different users. This is the case
of the well-known frequency or time division multiple access
approaches (FDMA or TDMA) [1]. The weakness of these
approaches is that the amount of resources that each user re-
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ceives decreases linearly with the number of users. An al-
ternative solution is to use various coordinated base stations,
which introduces additional spatial degrees of freedom that
boost the capacity of the wireless link [2]. However, such
systems are very sensitive to timing and frequency synchro-
nization offsets which severely degrade their performance [3].

An attractive solution to this problem is provided by net-
work coding [4–6]. Network coding introduces relay nodes
to receive signals from multiple sources and to broadcast a
combination of them to multiple destinations. In this way, dif-
ferent users can utilize all the available bandwidth simultane-
ously, increasing the network throughput compared to FDMA
and TDMA approaches. Transmissions under network cod-
ing are coordinated through a simple communication proto-
col, avoiding the need for tight frequency or timing synchro-
nization between the sources.

Although originally proposed for point-to-point commu-
nications [7], the broadcast nature of wireless networks pro-
vides a suitable scenario for network coding. However, ap-
plying it in cellular systems is not straightforward, as it would
require the deployment of additional relay nodes [8, 9].

In this paper, we develop a communication protocol for
bandwidth management in a cellular system based on prin-
ciples of network coding. Our approach consists of a three-
time-slot transmission strategy in which two users receive
data from two base stations, achieving spatial diversity gain
while avoiding the need of additional infrastructure by using
the base stations as a double relay (the extension to an arbi-
trary number of base stations or users will be addressed in a
future paper). In contrast to [10], our approach is oriented to-
wards cellular systems and our analysis is not based on error
statistics, but on the achievable capacity. Our approach is also
novel in proposing a reception strategy based on minimum
mean square error (MMSE) estimation. We prove that apart
from achieving the system capacity in all signal-to-noise-ratio
(SNR) conditions, our approach shows fairness among users.
We focus on single-antenna base stations, leaving the analysis
of multiple-antenna systems for future work.

The rest of the paper is organized as follows. Section 2 de-
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scribes the system model and problem formulation. Section 3
shows the evaluation of our approach and the comparison with
other time-multiplexing approaches. Finally, section 4 draws
some conclusions.

Notation: Matrices and vectors are denoted by upper and
lower case boldface letters, respectively; AT , AH , and |A|
denote the transpose, Hermitian, and determinant of A, re-
spectively; I is the 3x3 identity matrix; E{} is the expected
value operator.

2. SYSTEM MODEL

Consider the case in which two base stations communicate
with two users sharing the same bandwidth. Assume that
users and base stations are half-duplex, i.e. they cannot trans-
mit and receive simultaneously and no wired backhaul link
exists between the base stations.1 Symbol s1 is intended to be
transmitted from base station 1 (BS1) to user 1 (U1), while
symbol s2 is intended to be transferred from base station 2
(BS2) to user 2 (U2). Both symbols are assumed to be uncor-
related. Our goal is to find an efficient way to perform these
transmissions.

We assume that each base station can overhear the trans-
mission of the other base station in a reliable way. For sim-
plification purposes, the mathematical derivations neglect the
possible decoding errors between the base stations, and leave
this analysis to a future extension of this work. These errors
are less relevant than the errors that may occur at the users’
side since base stations are usually equipped with more pow-
erful receivers (i.e. with greater sensitivity and smaller noise
figure) and often count with line-of-sight.

In the following, section 2.1 presents the baseline TDMA
approaches with and without spatial diversity, while sec-
tions 2.2 and 2.3 present the proposed transmission and re-
ception strategies, respectively.

2.1. Baseline TDMA Approaches

In a basic TDMA approach, the communication is done in
turns, i.e. first BS1 transmits s1 to U1 while BS2 is inac-
tive, and then BS2 transmits s2 to U2 while BS1 is inactive,
hence using 2 time-slots per symbol pair. We refer to this
as TDMA-2. The weakness of this approach is the absence
of spatial diversity: if the channel between a user and its base
station is in a deep fading then it will be impossible to transfer
information between them.

Let us define P and Q as the transmit powers of BS1 and
BS2 and introduce the variables γ =

σ2
x

σ2
n
P and η =

σ2
x

σ2
n
Q,

where σ2
x = E{|s1|2} = E{|s2|2} and σ2

n is the received
noise power. Then, the capacity per time-slot of TDMA-2 for

1Therefore, it is not possible to use a transmission scheme which re-
quires coordinated base stations, e.g. Alamouti.
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Fig. 1. System model.

U1 and U2 can be directly computed as

CTDMA−2
U1 =

1

2
E{log2

(
1 + γ|h1|2

)
}

CTDMA−2
U2 =

1

2
E{log2

(
1 + η|g1|2

)
},

(1)

where the expected value is calculated over the distribution of
the channel coefficients. We define h1 and h2 as the direct
and interfering channel gains of U1 from BS1 and BS2, and
g1 and g2 as the direct and the interfering channel gains of U2
from BS2 and BS1.

One way of increasing the spatial diversity would be to
use the overhearing capabilities of the system to share the
transmitted symbols between the base stations. In this way,
each symbol can reach its destination following more than
one signal path. For instance, BS1 transmits s1 to both U1
and BS2 in time-slot 1, then BS2 transmits s2 to both U2 and
BS1 in time-slot 2. The same happens in time-slots 3 and 4,
but this time BS1 transmits s2 and BS2 transmits s1. We re-
fer to this as TDMA-4. In comparison to TDMA-2, TDMA-4
achieves diversity gain at the cost of increasing the transmis-
sion time. The capacity per time-slot of TDMA-4 for U1 and
U2 can be directly computed as

CTDMA−4
U1 =

1

4
E{log2

(
1 + γ|h1|2 + η|h2|2

)
}

CTDMA−4
U2 =

1

4
E{log2

(
1 + η|g1|2 + γ|g2|2

)
}.

(2)

2.2. Three-Time-Slot Transmission Strategy

By exploiting network coding principles, it is possible to
achieve diversity gain using only three time-slots. In the first
time-slot (TS1), BS1 transmits s1 to U1, U2, and BS2. In
the second time-slot (TS2), BS2 transmits s2 to U1, U2, and
BS1. In the third time-slot (TS3), each base station acts as
relay to transmit the received symbol (s2 for BS1 and s1 for
BS2) to U1 and U2. This is shown in Fig. 1. Assuming a
channel coherence time larger than 3 time-slots and equal
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power allocation along time-slots, the received signals for U1
in the three time-slots can be expressed as:

y
(1)
U1 =

√
Ph1s1 + n

(1)
U1

y
(2)
U1 =

√
Qh2s2 + n

(2)
U1

y
(3)
U1 =

√
Ph1s2 +

√
Qh2s1 + n

(3)
U1 ,

(3)

where y(t)U1 is the received signal for U1 in time-slot t, P and
Q are the transmit powers of BS1 and BS2, and n(t)U1 is the
AWGN noise for U1 in time-slot t. A similar set of equa-
tions describes the received signals for U2. The advantage of
this approach is not only the reduced number of time-slots for
transmission, but also the spatial diversity achieved from the
transmission of two base stations, while no additional infras-
tructure nor bandwidth is needed.

To obtain a performance upper bound, let us now derive
the single-user capacity of the proposed transmission strat-

egy. The received signal y =
[
y
(1)
U1 y

(2)
U1 y

(3)
U1

]T
, can be

expressed in matrix form as
y
(1)
U1

y
(2)
U1

y
(3)
U1

 =


√
Ph1 0

0
√
Qh2

√
Qh2

√
Ph1


[
s1

s2

]
+


n
(1)
U1

n
(2)
U1

n
(3)
U1

 , (4)

or in vector form as

y = as1 + bs2 + n = as1 + w, (5)

where we define the vectors a =
[√

Ph1 0
√
Qh2

]T
, b =[

0
√
Qh2

√
Ph1

]T
, n =

[
n
(1)
U1 n

(2)
U1 n

(3)
U1

]T
, and w =

bs2+n, which is defined as the interference-plus-noise vector
of U1. Assuming a Gaussian input distribution, the optimal
capacity per time-slot of U1 can be calculated as

COpt
U1 =

1

3
[H(y)−H(w)] =

1

3
log
|Ry|
|Rw|

, (6)

where H(y) and H(w) are the entropies of y and w, and Ry
and Rw are the covariance matrices of y and w, respectively.
The last equality in (6) is obtained by using the well-known
expression for the entropy of a multivariate complex Gaussian
distribution [11]. For given channel coefficients, Rw can be
computed as

Rw = E{(bs2 + n) (bs2 + n)H} = bbHσ2
x + Iσ2

n (7)

and Ry as

Ry = E{(as1 + w)(as1 + w)H} = aaHσ2
x + bbHσ2

x + Iσ2
n.

(8)

Hence, equation (6) can be re-written as

COpt
U1 =

1

3
log |R−1

w (Rw + aaHσ2
x)|

=
1

3
log
(
1 + aHR−1

w aσ2
x

)
.

(9)

Then, using equations (7), (8), (9), and the results presented
in the appendix, COpt

U1 can be expressed as

COpt
U1 =

1

3
E
{
log2

(
1 + γ|h1|2 + η|h2|2

1 + η|h2|2

1 + γ|h1|2 + η|h2|2

)}
,

(10)
where γ and η are defined in section 2.1. Similarly, COpt

U2 can
be expressed as

COpt
U2 =

1

3
E
{
log2

(
1 + η|g1|2 + γ|g2|2

1 + γ|g2|2

1 + η|g1|2 + γ|g2|2

)}
.

(11)
Interestingly, when γ|h1|2 � η|h2|2 (low SNR) equa-
tion (10) can be approximated with the expression COpt

U1 ≈
1
3E{log2

(
1 + η|h2|2

)
}. Also, when γ|h1|2 � η|h2|2

(high SNR) it can be approximated with the expression
COpt

U1 ≈ 1
3E{log2

(
1 + γ|h1|2

)
}. The same happens for

U2. In other words, the system achieves diversity for both
users in low and high SNR conditions. It is worth to notice
that the symmetry of equations (10) and (11) shows the fair-
ness of the proposed strategy. This suggests that our approach
is able to find an efficient balance between spatial diversity
and transmission time.

2.3. MMSE Reception Strategy

In this section the MMSE reception strategy for the proposed
transmission strategy will be studied. The MMSE receiver is
well known for being an efficient low-complexity linear re-
ceiver. Furthermore, it has been shown that it provides suf-
ficient statistics to detect the input signal when it follows a
Gaussian distribution [1].

Following [1], the MMSE receiver for U1 can be derived
in two steps. The first step consists in whitening the colored
noise term w from equation (5). This is achieved by filtering
the received signal in (5) with the matrix R−1/2

w , obtaining

R−1/2
w y = R−1/2

w as1 + R−1/2
w w. (12)

The second step consists in performing maximum ratio com-
bining (MRC) over the remaining signal, which is an opti-
mal way of processing the signal when the additive noise is
white [1]. This is achieved by taking the inner product of the
signal of (12) and the vector R−1/2

w a , giving the following:

ẑ = (R−1/2
w a)HR−1/2

w y = aHR−1
w as1 + aHR−1

w w
= ẑsig + ẑnoise.

(13)

From equation (13), the signal power can be calculated as

E{|ẑsig|2} = E{(aHR−1
w as1)(aHR−1

w as1)H}
= (aHR−1

w a)2σ2
x

(14)

and the noise power as

E{|ẑnoise|2} = E{(aHR−1
w w)(aHR−1

w w)H}

= (R−1/2
w a)HE{R−1/2

w w(R−1/2
w w)H}R−1/2

w a = aHR−1
w a.
(15)
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Fig. 2. Total capacity per time-slot with η = −3dB.

Using equations (14) and (15), the SNR of U1 using the
MMSE receiver can be found to be

SNRMMSE
U1 =

E{|ẑsig|2}
E{|ẑnoise|2}

= aHR−1
w aσ2

x. (16)

A similar analysis can be done for U2. Since the SNR of equa-
tion (16) is equal to the argument of the right-hand side term
of (9), it is clear that the MMSE receiver is able to achieve the
system capacity for both users.

3. PERFORMANCE EVALUATION

In this section we compare the approaches studied in Sec-
tion 2 in terms of total and minimum capacity per time-slot
of the system. The total capacity is the sum of the capaci-
ties of U1 and U2, which measures the performance of the
whole system. The minimum capacity is the smallest capac-
ity of both users and measures the fairness of the approach.
We analyze the performance under various values of γ for
two fixed values of η: low interference (-3dB) and high inter-
ference (17dB). Our evaluations use an average of Rayleigh
fading channels with E{|h1|2} = E{|h2|2} = E{|g1|2} =
E{|g2|2} = 1, σ2

x = 1 and σ2
n = 1.

Results show that the proposed approach (referred to as
MMSE) has the best performance in terms of total capac-
ity for most values of γ and η compared to the baseline ap-
proaches, confirming the results of our analysis presented in
section 2.3 (see Fig. 2 and 4). This holds also for the mini-
mum capacity, which indicates that MMSE also achieves fair-
ness between users (see Fig. 3 and 5).

TMDA-4 uses an additional time-slot compared to the
MMSE approach, hence it presents a decrease of a factor
close to 3

4 for both the total and the minimum capacity. As
TDMA-4 also exploits spatial diversity, it shows fairness
among users.

Interestingly, TDMA-2 can achieve a larger total capac-
ity than all the other studied approaches in the region where
γ ≈ η, especially when both γ and η are high (see Fig. 4).
This is due to the fact that it is better to use less time-slots
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Fig. 3. Minimum capacity per time-slot with η = −3dB.

for transmission than exploiting diversity because in this re-
gion the total capacity increases linearly with TDMA-2 and
not logarithmically. Although TDMA-2 shows a high perfor-
mance in terms of total capacity, it is not a fair approach as its
minimum capacity is usually far below the other approaches.
In fact, it shows a flooring when γ > η because the increase
in γ benefits one user until its capacity reaches the capacity
of the other user.

As a final remark, although the MMSE approach is the
best in most SNR and interference conditions, an adaptive ap-
proach that switches between using three time-slots with di-
versity and using two time-slots without diversity (only when
γ ≈ η) may provide some additional performance gain espe-
cially for the total capacity. The analysis of such approach is
a topic of ongoing work.

4. CONCLUSIONS

In this paper we have proposed a double relay communication
protocol for bandwidth management in a cellular system with
two base stations and two users based on principles of net-
work coding. The proposed approach consists of a three-time-
slot transmission strategy and a MMSE reception strategy. It
avoids the need of tight frequency or timing synchronization
between base stations through a simple communication pro-
tocol, and it does not require additional infrastructure as it
uses the base stations as relays. The proposed approach is
able to find an efficient balance between spatial diversity and
transmission time. We have shown that it achieves the system
capacity in all SNR conditions. Furthermore, it reaches fair-
ness among users when compared to other time-multiplexing
approaches.

A. APPENDIX

In this section, an alternative expression for the SNR of U1
given by

SNRU1 = aHR−1
w aσ2

x (17)
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Fig. 5. Minimum capacity per time-slot with η = 17dB.

is derived. Using the Sherman-Morrison-Woodbury formula

(A− BD−1C)−1 = A−1 + A−1B(D− CA−1B)−1CA−1,
(18)

where A, B, C, and D are arbitrary matrices, and substituting
the following matrices A = Iσ2

n, B = b, C = bHσ2
x, D =

−1, then R−1
w from equation (7) becomes

R−1
w =

1

σ2
n

I− σ2
x

σ4
n

(
1 +

σ2
x

σ2
n

bHb
)−1

bbH . (19)

Now, substituting R−1
w in equation (17) we obtain

SNRU1 = aH
(

1

σ2
n

I− σ2
x

σ4
n

(
1 +

σ2
x

σ2
n

bHb
)−1

bbH
)

aσ2
x

=
σ2
x

σ2
n

aHa− σ2
x

σ4
n

(
1 +

σ2
x

σ2
n

bHb
)−1

|bHa|2σ2
x.

(20)

Using the definition of vectors a and b from section 2.2 we
find that

aHa = P |h1|2 +Q|h2|2

|bHa|2 = PQ|h1|2|h2|2

bHb = P |h1|2 +Q|h2|2.
(21)

Substituting equations (21) in (20) we find that

SNRU1 =
σ2
x

σ2
n

(
P |h1|2 +Q|h2|2

)
− ...(

1 +
σ2
x

σ2
n

(P |h1|2 +Q|h2|2)
)−1

PQ|h1|2|h2|2
σ4
x

σ4
n

=
σ2
x

σ2
n

P |h1|2 +
σ2
x

σ2
n

Q|h2|2
 1 +

σ2
x

σ2
n
Q|h2|2

1 +
σ2
x

σ2
n
(P |h1|2 +Q|h2|2)

 .

(22)

Following an analogous derivation, SNRU2 is given by

SNRU2 =
σ2
x

σ2
n

Q|g1|2 + ...

σ2
x

σ2
n

P |g2|2
 1 +

σ2
x

σ2
n
P |g2|2

1 +
σ2
x

σ2
n
(Q|g1|2 + P |g2|2)

 .

(23)

REFERENCES

[1] D. Tse and P. Viswanath, ”Fundamentals of Wireless Communica-
tions,” Cambridge University Press, 2005.

[2] D. Castanheira and A. Gameiro, “Distributed Antenna System Capacity
Scaling”, IEEE Wireless Communications, vol. 17, no. 3, Jun. 2010.

[3] Q. Huang, M. Ghogho, J. Wei, and P. Ciblab, “Practical Timing and
Frequency Synchronization for OFDM-Based Cooperative Systems”,
IEEE Transactions on Signal Processing, vol. 58, no. 7, Jul. 2010.

[4] S-Y Robert Li, R. W. Yeung, and N. Cai, “Linear Network Coding”,
IEEE Transactions on Information Theory, vol. 49, no. 2, Feb. 2003.

[5] T. Ho, M. Medard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and
B. Leong “A Random Linear Network Coding Approach to Multicast”,
IEEE Transactions on Information Theory, vol. 52, no. 10, Oct. 2006.

[6] R.H.Y. Louie, Y. Li, and B. Vucetic, “Practical Physical Layer Net-
work Coding for Two-Way Relay Channels: Performance Analysis and
Comparison”, IEEE Transactions on Wireless Communications, vol. 9,
no. 2, Feb. 2010.

[7] R. Ahlswede, N. Cai, S.Y.R. Li, and R.W. Yeung, “Network Informa-
tion Flow”, IEEE Transactions on Information Theory, vol. 46, no. 4,
Jul. 2000.

[8] S. Katti, H. Rahul, W. Hu, D. Katabi, M. Mdard, and J. Crowcroft,
“XORs in the Air: Practical Wireless Network Coding”, IEEE/ACM
Transactions on Networking, vol.16, no.3, pp.497-510, June 2008.

[9] P. Popovski and H. Yomo, “Physical Network Coding in Two-Way
Wireless Relay Channels”, International Conference on Communica-
tions (ICC), pp.707-712, June 2007.

[10] Z. Ashfaq Khan, N. Rajatheva, and J-H. Deng, ”Performance Analysis
of Novel Interference Mitigation Schemes in Heterogeneous Networks
over Rayleigh and Rician Fading Channels,” Journal of Communica-
tions, vol. 8, no. 6, pp. 359-371, 2013.

[11] T. Cover and J. Thomas, ”Elements of Information Theory,” John Wiley
and Sons, 1991.

23rd European Signal Processing Conference (EUSIPCO)

2186


