
WEAK SIGNAL DETECTION BASED ON TWO DIMENSIONAL STOCHASTIC RESONANCE

Leonardo Barbini ∗, Matthew O. T. Cole, Andrew J. Hillis, Jonathan L. du Bois

University of Bath
Department of Mechanical Engineering
Claverton Down, Bath, BA2 7AY UK

ABSTRACT
The analysis of vibrations from rotating machines gives in-
formation about their faults. From the signal processing per-
spective a significant problem is the detection of weak sig-
nals embedded in strong noise. Stochastic resonance (SR)
is a mechanism where noise is not suppressed but exploited
to trigger the synchronization of a non-linear system and in
its one-dimensional form has been recently applied to vibra-
tion analysis. This paper focuses on the use of SR in a two-
dimensional system of gradient type for detection of weak
signals submerged in Gaussian noise. Comparing the tradi-
tional one-dimensional system and the two-dimensional used
here, this paper shows that the latter can offer a more sensitive
means of detection. An alternative metric is proposed to as-
sess the output signal quality, requiring no a priori knowledge
of the signal to be detected, and it is shown to offer similar re-
sults to the more conventional signal-to-noise ratio.

Index Terms— stochastic resonance, weak signal detec-
tion, non linear signal processing

1. INTRODUCTION

The response of a non-linear system to both the effects of
noise and a periodic signal can result in a phenomenon of
synchronization: stochastic resonance (SR) [1]. In the field
of mechanical engineering a problem of great importance is
that under operating conditions of many mechanical equip-
ment, signals carrying useful information are submerged by
heavy background noise. Conventional methods for the en-
hancement of the useful signal, so that it can be detected,
consist of filtering or masking the noise [2,3] while in the SR
mechanism the noise is used to enhance the signal, reducing
the risk of losing the information of interest. In this context
the flow of the detection scheme is as follows. The sum of
periodic aperiodic or impact signals [4] and an heavy noise is
preprocessed [4,5] and taken as the input of the non linear sys-
tem, usually a 1D double well. Then will start an algorithm
for tuning the parameters of this non-linear system, in order
to trigger the SR mechanism. For each combination of the
parameters, the output signal will be collected and evaluated
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with certain criteria, such as maximization of the weighted
kurtosis index (KC) or of the signal-to-noise ratio (SNR), so
that the best output is found and the signal of interest is de-
tected [4]. The assumption of the adiabatic approximation
for the SR mechanism, i.e. small values of frequency, ampli-
tude and noise variance, can be avoided [5] hence in practical
applications also high frequency-amplitude signals can be de-
tected (henceforth “large parameter SR”). It is worth noticing
that in the above mentioned detection scheme two key roles
are the type of non linearity of the system and the optimiza-
tion criteria; the former because it determines the set of vari-
ables that one is able to tune, the latter because it decides the
values of those variables.
In the present paper we investigate both of the above men-
tioned aspects, firstly we will show how switching to a non
linear system in more than one dimension will allow us to tune
another parameter. Barbini et al. [6] investigated the effect of
the addition of another degree of freedom to the usual bistable
system used for the SR mechanism. It was observed a depen-
dence of the output signal on the coupling constant, due to a
change in the transition path among the stable points. Then
the number of parameters which can be tuned increases, now
being: the height of the potential barrier, the position of the
stable points and also the coupling constant. One is tempted
to think that for the same input signal, after the tuning process
of the parameters, the output of the SR will be the same in the
two cases. We investigate this question, comparing the best
result of the 2D non-linear system with the mono-dimensional
one, for the same input signal when the parameters are tuned
in the same range of values. Secondly we propose a new cri-
terion for selecting the best values of the three tuning param-
eters. Instead of looking at a time-frequency transformation
we evaluate the degree of synchronization of the output signal
using directly the distribution of the mean residence time in
the stable points of the non linear system.
The paper is structured as follows. In section 2 we provide a
description of the two dimensional non linear system, as well
as the rescaling for extending the large parameter SR to this
model. In section 3 we test the efficiency of the new tun-
ing criteria for the parameters, detecting signals using the 1D
model. In section 4 we show the dependence of the output in
the 2D model on the coupling constant and comparing with
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Fig. 1. Paths on the x− y plane for different values of δ: blue −1.5,
red −0.65 and green 0.65. Circles and squares are respectively sta-
ble and unstable steady states

the results obtained in the 1D case. Conclusions and an out-
look for future development are given in the final section.

2. NORMALIZED TWO DIMENSIONAL SR

Let us consider the dynamical system associated to the fol-
lowing potential:

U (x, y) = −a
2

(
x2 + y2

)
+
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4

(
x4 + y4

)
− δ

2

(
x2y2

)
(1)

where a, b, δ are real positive numbers. This potential is the
generalization of the one studied in [6], where a = b = 1.
Throughout the paper we will consider the inertia small com-
pared to other dynamical components.
The origin is an unstable steady point so that if we consider
the effect of small fluctuations to the motionless state, i.e.
noise, we will observe the system to stabilize in one of the
minima, then for increasing values of the fluctuations we will
have random transition between those minima symmetrically
displaced in the quadrants. The system is two dimensional
hence, differently from the usual double well, as a function
of a, b, δ we have the possibility to have saddle points as un-
stable steady states and curved transition paths in the (x, y)
plane. Respectively a, b define the height of the potential bar-
rier between the stable steady states and their positions; δ is
the coupling. Whether transitions will take place among sad-
dle points or the maxima as well as the rate, depend on both
the height of the potential barrier and on the curvature of the
potential landscape [7]. In Fig.1 we show the displacement of
the steady states and the transitions paths for different values
of the coupling in the case a = b = 1. In green (δ = 0.65) and
red (δ = −0.65) stable states lie on the axes of the plane and
transitions occur through an unstable steady state at (0, 1).
Due to the symmetry of (1) such transitions could take place
also between the I−II, II−III and III−IV quadrants (not
shown). When the value of the coupling constant is lower than
δ < −1 there is a change in the stability of the steady states of
the potential, in Fig.1 we show in blue transitions in the case
δ = −1.5. It can be noticed that unstable steady states are

Fig. 2. Model of the two dimensional SR detector

now situated on the axes of the plane while steady states are
at (0,−1) and (1, 0) respectively. The same considerations
on the symmetry apply in this case.
Let us consider now the effect of a periodic forcing on the dy-
namical system of stochastic differential equations obtained
from the potential defined in (1). We add a periodic compo-
nent Acos(ωt), of amplitude A and frequency ω, on the first
of the two equations:{

dx =
[
ax− bx3 + δxy2 +Acos(ωt)

]
dt+ ε

1/2
x dwx

dy =
(
ay − by3 + δyx2

)
dt+ ε

1/2
y dwy

(2)
where dw(·) are independent Wiener processes and ε(·) the
variances of the noise. The effect of the periodic component
in the first of (2) is that of modulate the potential (1), i.e. the
height of the barrier between stable states changes implying
a periodicity in the transition rates [1]. This synchronization
phenomenon is the result of the cooperative effect of the peri-
odic component and the noise, hence the transition rates are a
function of both A,ω, ε, as well as the parameters of the non
linear system a, b, δ.
The theory of stochastic differential equations provides an es-
timate of the mean exit time from the basins of attractions of
the stable points in the limit of small parametersA,ω, ε [1,7].
Nevertheless for a good use of SR in signal detection these
limitations on the characteristic of the analysed signal must
be avoided. Then following [5] we extend the rescale trans-
formation to (2). For a, b > 0 we take a constant k > 0, we let
and x̂ = x

√
b/a, ŷ = y

√
b/a, δ̂ = δ/b, t̂ = t/k; hence (2)

reduces to the following system which preserves the gradient
type structure:dx̂ = TR

{(
x̂− x̂3 + δ̂x̂ŷ2

)
dt̂+ SR

[
Acos

(
Ωt̂
)
dt̂+ ε

1/2
x dŵx

]}
dŷ = TR

[(
ŷ − ŷ3 + δ̂ŷx̂2

)
dt̂+ SRε

1/2
y dŵy

]
(3)

where TR = ak is the time rescale, SR = b1/2a−3/2 is the
spatial rescale, Ω = kω is the new signal frequency and the
Wiener process dŵ keeps the statistical conditions 〈dŵ〉 =
0, 〈dŵ, dŵ′〉 = δ(t̂−t̂′); in the following we will omit the ·̂ for
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Fig. 3. a) contour plot of rτ for the 1D detector; b) three out-
put signals obtained for the values of SR, TR giving the maxima of
rτ . In black the periodic components of the input: top (A3, ω3) =
(0.2794, 203.6811), middle (A2, ω2) = (0.2727, 3.1748) and bot-
tom (A1, ω1) = (0.0845, 0.0741)

simplicity. In practical application of SR as a signal detection
method, the input of the nonlinear system is a noisy signal and
the main objective is to analyze whether a periodic component
is present or not. Referring to (3) the input is the sum of the
last two terms of the first equation, with unknownA,ω, εx . In
system (3) the values of the frequency and of the amplitude
of the input signal can be taken without constraints, being
multiplied respectively by SR, k and the position of the stable
points in the (x, y) plane and the height of the potential barrier
are now fixed, being now the dependence on a, b in SR(a, b).
The detection problem is then reduced to finding the values
of TR, SR, δ providing a 2D SR mechanism giving an output
signal x which shows a transition rate highly synchronized to
the periodic component of the input. According to the order
of magnitude expected for the frequency and amplitude of the
periodic component we will decide the range of values for
the parameters TR and SR. Then we will test all those for
a selected range of values of the coupling constant δ, so that
we will have to select the best output from a total number of
nTR
× nSR

× nδ . In the present paper we propose to study
directly the distribution of the transition rates τ i.e. the exit
times from the basins of attraction of stable steady states of
(3). Those are obtained from the array of the times of the
x-mode zero crossing for each of the output signals. When
the system is out of resonance, the times of the transitions
between stable states are random, then the distribution of τ
depicts no structure and decays exponentially. In [8] Benzi et
al. showed that the moments for τ are given by:

〈τn〉 ≈ n! 〈τ〉n (4)

In contrast, when we have SR the distribution of τ is peaked
at the time being half period of the periodic forcing. In the
present paper we use the ratio rτ between the square of the
mean and the variance of τ in order to evaluate the degree of
the SR: rτ = 〈τ〉2 /

(〈
τ2
〉
− 〈τ〉2

)
. The control parameter

Fig. 4. a) contour plot of SNR for the 1D detector; b) dependence
of maximum of rτ on the amplitude γε1/2x of the input noise; c) am-
plitude spectra of input noise (red) for γ = 6, εx = (5.4976)2, input
noise plus sinusoid (green) in the case (A,ω) = (0.2749, 31.6426),
output of 1D SR detector (black)

rτ has to be independent from the time scale at which it is
evaluated; this is why it is normalized with the mean here.
According to (4) when the system shows completely random
jumps rτ reaches the value 1, while in the SR case rτ → ∞
for a perfect identification of the signal frequency. The detec-
tion ends finding the maximum from all the rτ , the measure
of success of the procedure is that of detecting the signal car-
rying the useful information, for which the ratio r = A/εx is
the lowest.

3. NUMERICAL RESULTS: TEST OF Rτ

In this section we test the use of rτ as a control parameter for
the SR, all our numerical results are taken from a Simulink
model reproducing system (3), the model is shown in Fig.2,
the input block models the addition of periodic signals and a
Gaussian noise:

Input =
∑
n

Ansin (ωnt) + ε1/2x η(t) (5)

being η(t) = dw/dt, and n the number of components.
Within this section we restrict our analysis to the 1D system,
i.e the first equation of (3) with δ = 0. We test the model with
an input signal constructed as follows: n = 3; the amplitudes
and frequencies of the periodic components are chosen ran-
domly in the ranges of values 0.01 to 1 and 0.001 to 1000 Hz
respectively; the variance of the noise is taken as the result of
multiplication of the highest of theAi for a random number in
the range 5 to 10 so that we ensure that the periodic signals are
heavily buried into noise. The following values for the input
signal were found: (A1, ω1) = (0.0845, 0.0741), (A2, ω2) =
(0.2727, 3.1748), (A3, ω3) = (0.2794, 203.6811) and εx =
(2.3497)2. The tuning parameters TR, SR are tested in the
range 1 to 106, 0.01 to 15 respectively and we decide in-
crement steps so that we end up in a matrix of dimensions
nTR
× nSR

= 40 × 250. In the simulations for each TR we
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Fig. 5. contour plot of rτ : top left 1D detector, all the others are for
the 2D detector with different δ

change both the integration time step dt = 2−6/TR and the
time length of the analyzed signals L = 10000/TR, while
we keep fixed the number of samples and we sub-sample the
output of 27, so that we end up with signals of 5000 samples.
In Fig.3(a) we show the contour plot of the values of rτ for
each of the tuning parameter, we have recognized the areas,
red green and purple, for the peaks corresponding to the three
periodic components of the input signal. In Fig.3(b) we show
a comparison between the periodic components, black sig-
nals, and the three output x obtained setting SR, TR as for the
maxima of rτ ; the time scales of the plots are different and
after the SR we can appreciate the time decomposition of the
three components of the input. We show the classical signal
to noise ratio (SNR) metric calculated for the output values
for each of the tuning parameter in Fig.4(a), SNR is defined
as the ratio between the power of the spectral line at the pe-
riodic input frequency and that of the noise background [5],
we notice that the areas corresponding to the three input fre-
quencies are visible and comparable with those of rτ and
that a good comparison is possible. In Fig.3(a) we notice the
displacement of the peaks in the SR dimension due both to
the ratio ri = Ai/εx and the superposition of the signals at
different frequencies. In order to quantify the dependence of
rτ on the ratio r without such a superposition we test an input
signal where there is only one periodic component, n = 1
in (5). Following the above mentioned construction proce-
dure we found the following values for the amplitude and
frequency (A,ω) = (0.2749, 31.6426) and for the variance
εx = (5.4976)2. Then we modify the ratio r multiplying
the variance for γ = 0.25, 1, 2, 6, 1, 10, 30, 60, 100 while we
keep the values of the periodic component fixed:

Input = Asin (ωt) + γε1/2x η(t) (6)

In Fig.4(b) we show the maximum values of rτ for each of
the inputs as a function of γ; in Fig.4(c) we show the spec-
tral amplitudes for the case γ = 6, black green and red are
respectively the output, the input and only the noise content
of the input. A dotted line is plot at the input frequency value,
the presence of periodicity is completely not detectable be-

Fig. 6. maxima of rτ for the 2D detector (red) as a function of δ:
a)γ = 0.25, b) γ = 1, c) γ = 2, d) γ = 6; in blue 1D

fore SR, being the difference in spectra of the noise and sine
wave plus noise negligible hence the input signal before SR
filtering could be characterized as white noise.

4. NUMERICAL RESULTS: THE COMPARISON

In this section we use the 2D model, system (3). The value of
the variance of the Gaussian noise εy of the second degree of
freedom will always be taken εy � εx so that the motion will
displace in the (x, y) plane but any transition in the y-mode,
being the jumps between stable states of the x-mode. Firstly
we test the dependence of the 2D detector on the value of the
coupling constant δ with the input signal as in equation (6).
We want to compare the results of this detector with the 1D
one then we use same values A,ω, εx as in the precedent sec-
tion and γ = 2. In Fig.5 we show the contour plot of rτ for
each of the TR, SR parameters, top left is the 1D case while
all the others are the 2D case for different values of δ, respec-
tively δ = −5,−1.5,−0.95,−0.65,−0.25, 0.25, 0.65, 0.95.
We notice the dependence of the position of the peaks in the
(TR, SR) space on the value of the coupling. Furthermore
due to the change on the stability of the steady states of (3)
as a function of δ, we notice a difference on the area of rτ
over a threshold, i.e. the area covered by peaks visible in
Fig.5. It increases with the coupling constant value varying
from −∞ < δ < −1 then occurs the change in the posi-
tion of the steady states at δ = −1 and the area covered by
the peaks reaches a maximum for δ = −0.95, hence for (3)
approaching the case of a dynamical hysteresis [9], while de-
creases for −1 < δ < 1. The same dependence on the cou-
pling is found as well on the maximum values of rτ , in Fig.6
we show such maxima as a function of δ for different values
of the ratio r, plots with different vertical scales. The input
signal (6) is taken for four different values of γ, respectively
γ = 0.25, 1, 2, 6, while A,ω, εx are as in the previous simu-
lation. We notice that the increase in the degree of synchro-
nization of the output signal due to the 2D feature of (3) is
related to the stability change in the (x, y) plane and that the
maxima are found for δ > −1, i.e. transitions path as in the
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Fig. 7. comparisons of the best outputs of the 1D (blue) and 2D (red)
detectors, for γ = 1, input sinusoid multiplied for a factor 3 (black):
a) time signals b) amplitude spectra

red and green cases in Fig.1. The maxima of rτ for the 1D
case are blue constant lines in Fig.6, within certain values of
δ we notice that the 2D detector outperforms the 1D one. In
order to investigate such performance we show the compar-
ison between the output signals of the 1D and 2D detectors
for the input signal taken with γ = 2 and A,ω, εx as in the
previous simulation. In Fig.7(a) we show the time domain,
respectively blue red and black are the outputs in the 1D, 2D
case and the periodic component of the input multiplied by a
factor 3. Firstly we notice that in the 2D signal the variance of
the output around the stable steady states is lower in respect
to the one in the 1D signal; furthermore we notice that the
accordance between the jumps times and the maximum val-
ues reached by the sinusoidal component is greater in the 2D
case, corresponding in a fixed phase lag. In Fig.7(b) the two
output signals are shown in the frequency domain, blue and
red are the 1D and 2D case, dotted vertical lines are plot at the
values of ω and at the first two odd harmonics. The values of
the steady states in the 1D case are greater in respect to the 2D
one, amplitude of output signals in Fig. 7 (a), nevertheless we
notice that in the output signal of the 2D detector the power in
the range 20 to 40 Hz is lower, this feature is better noticed in
the first odd harmonic, which is visible in the 2D case while
it is not in the 1D one; at the frequency value of 5ω the peak
cannot be easily observed even in the 2D case.

5. CONCLUSION

This paper introduced a model based on a two dimensional SR
mechanism for the detection of weak periodic signals, of ran-
dom frequency and amplitude, buried in heavy background
noise. A new measurement index was proposed, calculated
directly from the vector of the zero crossing of the output sig-
nal without the need for a time-frequency transformation or a
priori knowledge of the input signal. The new index was first
shown to convey similar information to that of the signal-to-
noise ratio, and was then used to evaluate the periodic content
in the output signal from the SR detector. It was shown that

the presence of the coupling constant δ, used as a tuning pa-
rameter in the proposed two dimensional SR model, results
in a better capacity for the detection of weak signals when
compared with the usual mono-dimensional model. The best
results in the two dimensional detector are found when the
value of the coupling is close to δ = −1 corresponding to the
case of a limit cycle for the dynamics of the model. The mech-
anism of operation in this case appears to consist of a dynam-
ical hysteresis where transitions occur deterministically as a
function of the amplitude and frequency of the periodic forc-
ing, and further studies are in progress to explore the nature
of this mechanism. Future work will involve the experimen-
tal application of the techniques developed here in the field of
condition monitoring, in particular the detection of weak fault
signals in rotating machines.
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