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ABSTRACT

In this paper, a 3D video watermarking scheme is pro-
posed for depth image based rendering (DIBR) based multi
view video plus depth (MVD) encoding technique. To make
the scheme invariant to view synthesis process in DIBR tech-
nique, watermark is inserted in a center view which is ren-
dered from left and right views of a 3D video frame. A low
pass center view, obtained from the motion compensated tem-
poral filtering over all the frames of a GOP, is used for embed-
ding to reduce the temporal flickering artifacts. To make the
scheme invariant to the DIBR process, 2D DT-DWT block
coefficients of low-pass center view are used for embedding
by exploiting its shift invariance and directional property. A
comprehensive set of experiments have been carried out to
justify the robustness of the proposed scheme over existing
schemes with respect to compression of the 3D-HEVC video
codec and synthesis view attack.

Index Terms— depth-image-based rendering (DIBR);

3D high-efficient-video-coding (3D-HEVC); dual-tree discrete-

wavelet-transform (DT-DWT); watermarking; synthesis view

1. INTRODUCTION

Huge advancement in Internet technology and wide availabil-
ity of the cheaper display devices made the 3D video more
attractive due to its immersive experience. Due to the very
nature of the digital media, it is easy to copy and redistribute
the media content. This makes the video piracy and content
tampering as a serious threat over efficient and secure video
communication specially over Internet. Watermarking is be-
ing regarded as an efficient DRM (digital right management)
tool for video transmission. Although, quite a few works
have been reported on the video watermarking, it is observed
that relatively less attention has been paid on 3D video water-
marking until recently. In 3D viewing, the immersive binoc-
ular vision [1] is generated by incorporating the virtual depth
plane which can be obtained by capturing image or video
by more than one cameras (primarily with one left and one
right). In this kind of 3D virtualization, a visual discomfort,
called vertical and horizontal parallax [2] may be occurred
in time of viewing the 3D video. To reduce this discomfort,
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synthetically generated intermediate views can be used to pro-
duce smoother display. Recently, depth image based render-
ing (DIBR) technique [3] has been introduced for generating
this synthetic view and the corresponding display is popularly
known as auto-stereoscopic display where the conventional
multi view coding (MVC) technology has been extended as
multi view video with depth (MVD) [4]. This MVD based
3D video coding is deployed in recent most video standard
popularly known as 3D HEVC.

The 3D depth vision for the human perception is gener-
ated by merging two or more than two camera views (cor-
responding to the left eye and right eye views). Hoffman
et al. [1] have shown that the common pixels move horizon-
tally with common left and right views respectively. This
makes a common region, called dependent view and an un-
common region, called independent view, for the left and
right views. To achieve higher compression efficiency, few
intermediate views are synthesized using the DIBR technique.
One of the main challenge of 3D video watermarking is to
secure not only both left and right views but these synthe-
sized views also. In the existing 3D watermarking schemes,
watermark is inserted either in both the views [5, 6] or in
the synthesized center view [7]. In DIBR technique, it is
observed that only one full view (left or right having both de-
pendent and independent parts) along with independent part
of other view(s) are communicated to the receiver side. So
the watermark embedded in the other views (where only in-
dependent parts are encoded) may not be properly extracted.
Moreover, in case of MVD based encoding, the view synthe-
sis process using depth (say view synthesis attack) itself may
destroy the watermark. In that case, a compromised receiver
can generate a synthesized view from watermarked left and
right views. Thus the existing 3D watermarking scheme is
not very suitable for handling the DIBR technique used in
MVD based encoding.

It has been observed in the literature that few image based
3D watermarking schemes are extended for the video. For
example, a depth based image watermarking is proposed by
Campisi [8] where authors did not consider the dependent and
the independent views, which makes the scheme relatively
less robust against DIBR technique. In another scheme,
Lin and Wu proposed a multiple object based watermark-
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ing scheme [9] for 3D images. But in case of video, these
schemes may not survive the 3D-video compression process
due to the motion estimation and quantization. Garcia and
Dugelay [10] have proposed a object based watermarking
scheme for 3D video. This scheme may suffer from spatial
view de-synchronization error since the dependent and the in-
dependent view in successive frames are different. This may
also suffer from temporal de-synchronization as the object
motion is not considered. Recently, Kim et al. proposed a
3D image watermarking using DT-CWT [7]. It is observed
that the scheme may not fully resilient to the DIBR process
and type II collusion attack [11]. Moreover, this image based
scheme may suffer the motion compensation process when
is applied to the video watermarking. In another work, Lee
et al. proposed a perceptual depth based 3D video water-
marking scheme [5] where the watermark is embedded with
the hidden pixels and high motion Z-axis using DIBR. Since
the watermark is embedded by altering the Z-axis only, the
rendering process (DIBR) is not hampered due to embedding.
But, since the watermark region is not synchronized with the
continuous frames in the GOP (group of picture), watermark
bits may be destroyed at the time of motion compensation.
Also the scheme is not resilient against synthesis view attack
and collusion attack. Recently, Rana and Sur proposed an
independent region based watermarking scheme [6] using
Z-axis where the watermark is embedded on the independent
part of the left and right view for a video frame. The main
motivation for using Z-axis based scheme is that the inde-
pendent view is mutually exclusive and the watermark region
could not be colluded. But due to the partial presence of the
independent view in the synthesized view, the watermarking
scheme could not resist the synthesis view attack.

There are few relevant observations be made from the
above discussion. Firstly, most of the existing schemes are
not resilient to DIBR based encoding and view synthesis pro-
cess. Secondly, although independent view based embedding
is not visually perceptible due to parallax display [2], it can
easily be destroyed by modifying independent region without
substantial perceptual degradation. Thirdly, with the avail-
ability of the depth information at the receiver, it is possible
to regenerate the other views from a single view which may
be a serious threat over view based watermarking. Finally,
since there is a strong similarity between different views of
a frame, generation of watermarks for different views should
be homogeneous to resist the collusion attack. Taking these
facts into consideration, in this paper, a 3D blind video wa-
termarking scheme is proposed which embeds watermark
in the synthesized center view to resist the synthesis view
attack. The challenge of the proposed scheme is to protect
the left and right views which are generated from the cen-
ter view by a reverse synthesis process and to handle the
temporal de-synchronization due to motion in the successive
frames. To achieve this, motion compensated temporal filter-
ing is done on center views of the successive video frames
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and DT-DWT [12] coefficients of the low pass center view
are used for watermark embedding. In this scheme, block-
wise approximate shift invariant DT-DWT [12] is employed
to make the watermark robust against DIBR technique. A
comprehensive set of experiments are carried out to justify
the applicability of the proposed scheme over the existing
literature. The rest of the paper is organized as follows. In
Sec. 2, proposed watermarking scheme is presented. The
experimental results are presented in the Sec. 3 and finally
the paper is concluded in Sec. 4.

2. PROPOSED SCHEME

In the proposed scheme, watermark is embedded in the syn-
thesized center view which is obtained by rendering the left
and right views using DIBR. After embedding, the water-
marked center view is inverse rendered to get watermarked
version of the left and right views which are being commu-
nicated to the receiver side. So the primary goal of this work
is to embed the watermark in center view in such a way that
the watermark propagates to left and right views during in-
verse rendering process. An efficient block selection strategy
has been employed to meet this requirement. Moreover, DT-
DWT coefficients of a selected block are used for embedding
to make the scheme invariant to the inverse rendering pro-
cess. The details of block and coefficient selection processes
are discussed in the successive subsections. It is observed in
Sec. 1 that most of the existing 3D watermarking schemes did
not consider the motion along the temporal axis which may
produce temporal flickering due to embedding. To reduce this
temporal artifacts, the motion compensated temporal filtering
has been employed on successive center views in a group of
picture (GOP) and a low pass version is chosen for embed-
ding. In the proposed scheme, since the dependent portion of
both left and right views are watermarked with homogeneous
watermark (generated from same center view), the type II col-
lusion attack can also be resisted.

2.1. Embedding Zone Selection

In the proposed scheme, a GOP of a cover 3D video sequence
is taken for watermarking. Firstly, left and right views for
each frame of a 3D video are identified and a center view cor-
responding to each frame has been generated. Then all the
center views for the GOP are subjected to motion compen-
sated temporal filtering as discussed in [13] to get the low
pass version of such views. In this paper, DCT based motion
compensated temporal filtering ( MCDCT-TF) is used which
was first used by Atta et al. for temporal scalable video cod-
ing in [14] where they have used 3/2 temporal DCT to extract
2 low pass frames from a GOP of 3 frames. In the proposed
scheme, k x 1 (where k is the number of frames in a GOP)
temporal DCT is used to extract 1 low pass frame from GOP
of k frames as discussed in [13].
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2.1.1. Block Partitioning

The low pass center view obtained from the MCDCT-TF is
partitioned into non overlapping blocks of size M x N. It
is observed that the disparity between left and right views is
approximately around the 200 pixels for the natural 3D video
frames. It implies that the disparity between center view and
any of the left or right view will be around 100 pixels (half
of the disparity between left and right). To assure the retain-
ing of the watermarkable coefficients in the reverse rendering
process, the block width of the center view for embedding
should be more than 100 pixels (the disparity between center
view and any of the left or right view). Keeping this fact in
mind, the block size of the center view for embedding is taken
as 16 x 256. The blocks of the low pass version of the center
view are subjected to 2D dual-tree discrete wavelet transform
(DT-DWT) which is discussed in the next subsection.

2.1.2. 2D Dual Tree Discrete Wavelet Transform (DT-DWT)

As it is observed in the literature that the dual tree complex
wavelet transform (DT-CWT) or its real counter part (DT-
DWT) are approximately shift-invariant [12] and can be used
to handle the disparity occurred due to rendering the left or
right views from the center view [7]. It is also observed that
the PSNR between of center view with left or right view for
H,, H,, H5, Hg coefficients are higher than that of Hs, Hy
coefficients where H,, Ho, Hs, Hy, Hs, Hg are representing
the coefficients having orientation angle 15°, 45°, 75°, —75°,
—45°, —15° respectively for 2D-DT-DWT transformation. It
is observed in the experimentation that the absolute difference
between H; and H, and that of H5 and Hg are generally very
less (approximately 5% of each other). Additionally, absolute
difference between |2 > (Hy — Hg)| and |1 3 (Hy — Hs)|

is negligibly small (almost close to zero).

2.2. Watermark Embedding

To embed the binary watermark sequence (W), the 37 level
2D DT-DWT coefficients (say H;, H3, H3, HS) are used.
Let H} — H3 and Hi — H? are taken as ¢; and (2. In
this embedding process, if watermark bit is “0”, then ) |(1|

n
should be greater than »_ |(2| by atleast 7 value and if the
watermark bit is “1”, then > |¢1| should be less than Y |(o|

by atleast 7 value where 7 is a threshold and is defined as
o1 + 32 1¢|) * a. In case, if watermark bit is “0” but

the corresponding embedding rule (Z 1] — Z |Ca] >

does not hold, the coefficient H3, H3 5 are modlﬁed to meet
the requirement. Similar measure is taken for embedding bit
“1”. The watermark embedding process is described by the
following Eq. 1
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if Wy ==0
if >o1¢il—>21¢2| > T then  no change;
n n
else
Hd —H3 (H*’ - H3 ) x(a+ k)

H3 —H3 —l—(H3 —H3 ) * (a+ k) 1
else (1

if d0C2l =D 1¢1| = 7 then no change;
else

H =H5 +(H) —HS )x(a+r)
H3 —H3 — (H§ . 7H3) * (o + k)

where « is the robustness threshold, and x is defined as
Z [C1 |*Z [C2]

Z|C1I+Z|C [
«is taken as 0.02.

From experimental observations, the value of

Algorithm 1: Watermark Embedding
Vi, Vg, D, DR, a, W)
Input: V7,: Left eye video, Vr: Right eye video, D : Left eye

video depth, DR: Right eye video depth, o: Watermark
strength, and W: Watermark bit stream
Output: Vi :Watermarked left eye video, Viy p:Watermarked
right eye video
begin
1. The center view video is synthesized using the left video V7,
left eye video depth Dy, right video Vg and the right eye
video depth Dp.

2. According to the GOP size, the center view video frames are
motion compensated to a single frame using the motion vector.

3. A temporal DCT is done over the motion compensated frame
and low-pass frame is extracted.

4. Partition the low-pass temporal filtered frame in to non over-
lapping M x N blocks as described in Sec. 2.1.1.

5. for each Block do

(a) Use 3"d level of 2D DT-DWT and select the coefficients
of 15°, 45°, 75°, —75°, —45°, —15° orientation angle
(H$, H3, H3. HY).

(b) Embed the watermark with H3, H3, H2, H? using the
Eq. 1

(c) Use 3"d level of inverse 2D DT-DWT to generate the
temporal low-pass filtered watermarked frame

6. Use inverse temporal DCT and inverse motion compensation
to generate the watermarked center view.

7. Using DIBR technique, the left and right views are inverse
rendered from the watermarked center view and they are used
to replace the dependent part to generate the watermarked left
and right video Viy ., Viy g

8. return Viyy 1, Vivr)

The watermarked coefficients are subjected to 3" level of
2D inverse dual-tree DWT (IDT-DWT) and subsequently to
the inverse MCDCT-TF to generate the watermarked center
view for the video frame. These watermarked center view is
inverse rendered to generate the dependent portion of the left
and right view and finally merged to the independent view to
get the watermarked views. The overall embedding process is
narrated in Algo. 1 and the block diagram is depicted in Fig. 1.
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Fig. 1. Watermark embedding model

2.3. Watermark Extraction

As a view invariant watermarking, the watermark can be ex-
tracted from any views of a frame (left, right or any other
synthesized views) in the proposed scheme. In the watermark
extraction scheme the 3"¢ level 2D DT-DWT is carried out
over the motion compensated temporal filtered blocks of the
video frames (any view). Let H{3, H.3, HL, HéS are the fil-
tered high frequency watermarked coefficients of orientation
angle 15°, 45°, —45°, —15° and let H{> — H.3 and H? — HZ?
are taken as (] and (4. The watermark is extracted using (]
and ¢} as described in Eq. 2.

if 22161 > 22 1¢] then

Wi=0 2)
else
W/ =1

k3

where W is the extracted watermark. The overall watermark
extraction process is narrated in Algo. 2 and the block dia-
gram is depicted in Fig. 2.

Algorithm 2: Watermark Extraction (Vyy-)

Input: Vi3 : Watermarked video

Output: W’ :Extracted Watermark

begin

1. According to the GOP size, the video frames of Watermarked
video (Vi) are motion compensated to a single frame using
the motion vector.

2. A temporal DCT is done over the motion compensated frame
and low-pass frame is extracted.

3. Partition the low-pass temporal filtered frame in to non over-
lapping M x N blocks as described in Sec. 2.1.1.

4. for each Block do
(a) Use 3"d level of 2D DT-DWT and select the coefficients
of 15°, 45°, 75°, —75°, —45°, —15° orientation angle
(H3, H3, HE, HY).
(b) Extract the watermark W' by comparing H 3 H23, H g,
Hg using the Eq. 2

5. return (W)
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Fig. 2. Watermark extraction model

3. EXPERIMENT RESULTS

For the experimental purpose, the proposed scheme is tested
over a set standard 3D video sequences (for example, Bal-
loons, Champagne_tower, Kendo, MicroWorld, Shark etc.)
with different camera views. The experiment results of the
proposed scheme is compared with the Lee’s scheme [5] and
Rana’s scheme [6] as these two schemes are most recent wa-
termarking scheme for DIBR based 3D video sequence.

3.1. Visual Quality

To evaluate the visual quality of the proposed scheme, Peak
Signal-to-Noise Ratio (PNSR), Structural Similarity (SSIM)
and Visual Information Fidelity pixel domain (VIFp) are
measured. The comparison results for proposed scheme with
Lee’s scheme [5] and Rana’s scheme [6] are tabulated in
Table 1 for these visual quality measures. From Table 1,
it is observed that the proposed scheme gives almost com-
parable result for the PSNR, SSIM, VIFp against the Lee’s
scheme [S5]. It shows a bit inferior results against Rana’s
scheme [6] as only independent part of the left or right view
is alter in the Ranas scheme [6].

Average | Average | Average

PSNR SSIM VIFp

Proposed | Balloons 45.12 0.9980 0.9896
scheme Shark 4522 0.9984 0.9899
Lee’s Balloons 45.35 0.9978 0.9882
scheme Shark 44724 0.9973 0.9861
Rana’s Balloons 49.55 0.9985 0.9912
scheme Shark 52.14 0.9982 0.9904

Table 1. Average PSNR, SSIM, VIFp comparison result of the proposed
scheme with Lee’s scheme [5] and Rana’s [6]

3.2. Robustness

The robustness of the proposed scheme is evaluated against
3D HEVC compression by measuring the hamming distance
between original and extracted watermark. To show the ro-
bustness against synthesis view attack, watermark is extracted
from intermediate synthesis views generated by left and right
view. For experimental purpose, camera views 2 and 4 is
taken as left and the right view. Camera views 2 and 4 are
used to generate the synthesis camera views 2.5, 3, 3.5 video
sequence using DIBR technique. Table 2 tabulates the com-
parison result of the proposed scheme with Lee’s scheme [5]
and Rana’s scheme [6] for Balloons video and Shark video of
camera views 2, 2.5, 3, 3.5, 4.
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Video View Proposed Lee’s Rana’s
number scheme scheme | scheme

2 0.181T 0.3846 0.1253

Balloons 4 0.T781 0.3696 0.1024
3 0.0926 0.6612 0.6011

video 23 0.1304 0.4805 0.5126
3.5 0.1253 0.4712 0.5211

2 0.1755 0.4236 0.0825

Shark I 0.1719 0.3983 0.0787
3 0.0892 0.5824 0.5686

Video 2.5 0.1223 0.5102 0.5482
335 0.1205 0.4996 0.4562

Table 2. Hamming distance comparison result of the proposed scheme with
Lee’s scheme [5] and Rana’s [6] for Balloons video and Shark video

It is observed from the Table 2 that proposed scheme out-
performs other two schemes, Lee’s scheme [5] and Rana’s
scheme [6], for synthesized views (i.e. for 3, 2.5 and 3.5). It
gives a bit inferior results than the Rana’s scheme [6] when
extracting from original embedded views (i.e. 2 and 4 views)
but outperforms the Lee’s scheme [5]. To test the robustness
of the proposed scheme against collusion attack, the left (and
the right) view video is rendered to right (and left) view video
and colluded with the right (and the left) eye video. The ex-
tracted watermark from the colluded video is depicted in Ta-
ble 3. It is observed that the proposed scheme performs bet-
ter against collusion attack than Lee’s scheme [5] and Rana’s
scheme [6] because similar watermarks are embedded in the
homogeneous (depended) regions for the left and right views.

Video Proposed Lee’s Rana’s
scheme scheme | scheme

Balloons 0.1961 0.4216 0.4141
Shark 0.1902 0.4656 | 0.3988

Table 3. Average hamming distance comparison result of left ans right view
of the proposed scheme with Lee’s scheme [5] and Rana’s scheme [6] after
collusion attack using DIBR technique for Balloons video and Shark video

4. CONCLUSION

In this paper, a shift invariant DT-DWT based watermarking
scheme has been proposed to resist DIBR based view synthe-
sis process. Motion compensated temporal filtering is used
over the synthesized center views to make the scheme ro-
bust against 3D-HEVC compression. To improve the robust-
ness, 37 level 2D DT-DWT has been used for watermark em-
bedding and selected coefficients are perturbed to make the
scheme invariant to view synthesis process and collusion at-
tack. The experiment results demonstrate the applicability of
the proposed scheme over the existing methods.
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