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ABSTRACT

In service engineering it is important to estimate when and
what a worker did, because they include crucial evidences to
improve service quality and working environments. For Ser-
vice Operation Estimation (SOE), acoustic information is one
of useful and key modalities; particularly environmental or
background sounds include effective cues. This paper focuses
on two aspects: (1) extracting powerful and robust acoustic
features by using stacked-denoising-autoencoder and bag-of-
feature techniques, and (2) investigating a multi-modal SOE
scheme by combining the audio features and the other sen-
sor data as well as non-sensor information. We conducted
evaluation experiments using multi-modal data recorded in a
restaurant. We improved SOE performance in comparison to
conventional acoustic features, and effectiveness of our multi-
modal SOE scheme is also clarified.

Index Terms— Service operation estimation, multi-
modal signal processing, stacked denoising autoencoder,
bag of features, environmental sounds.

1. INTRODUCTION

In recent years, service engineering becomes one of attrac-
tive themes related to signal processing and pattern recogni-
tion fields. The purpose of service engineering is to improve
work efficiency and service quality in shops, restaurants, ho-
tels, factories, warehouses, and any other applicable places.
In service engineering, at first many kinds of sensor data (e.g.
speech data, camera images, location information of work-
ers) are obtained, and non-sensor data (e.g. Points-Of-Sales
(POS) data) are also collected. These data are subsequently
analyzed to extract and find any knowledge for improving
the efficiency and quality, not only using signal processing
methods but also employing data mining and visualization
approaches. According to the results, finally work routines
are reconsidered and improved so as to provide better service
qualities.

Estimating worker’s operations, called Service Operation
Estimation (SOE), is an essential process in service engineer-
ing; features extracted from observed data are recognized as
service operations, e.g. greeting, taking a order, serving a
meal, and making an account in a restaurant. Among the data
available for SOE, particularly speech information in an audio
channel plays an important role; if we could know when or
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how often a worker utters, what a worker speaks, and whom
a worker talks to, we can understand situation around the
worker. Moreover, such results enable us to estimate worker’s
skills and service quality. From this point of view, we have
investigated how to utilize speech information for SOE [1-
3]; for example, we proposed to use Voice Activity Detec-
tion (VAD) to estimate how long and how often an employee
speaks, which indicates serving time for customers [1]. On
the other hand, background sounds in the audio signal have
not been well investigated. Background sounds have a lot of
information about environments, situations, and activities of
workers [4]; if in a restaurant a glass crash sound is observed
on employee’s microphone, then employee must stay in a cus-
tomers’ room or pantry. Utilizing environmental sounds thus
has a great potential to clarify worker’s operations and service
level.

Since not only an audio channel but also the other sen-
sor data such as location data of workers are available in
most cases, employing these data together is obviously useful
to obtain more accurate information and various evidences
for SOE. In addition, we can often employ non-sensor data
like POS data. Multi-modal signal processing enables us to
combine these useful modalities. The effectiveness of multi-
modal signal processing have been shown in many fields;
for instance, using visual information can enhance robust-
ness of speech recognizer against acoustic noise, achieving
higher recognition performance [5]. In service engineering,
multi-modal processing also greatly helps us as well [2,6].

This paper investigates (1) effective acoustic features of
background sounds for SOE, as well as (2) a multi-modal
service operation estimation scheme incorporating sensor
data including proposed audio information and non-sensor
data. To extract audio features, Stacked Denoising Autoen-
coder (SDA) [7] and Bag Of Feature (BOF) [8] are employed.
The audio feature and the other ones are subsequently inte-
grated. Support Vector Machine (SVM) is adopted in our
work, to recognize the combined features as service opera-
tions. We conducted experiments using real data obtained
in a restaurant, and tested our proposed acoustic feature and
SOE scheme. SOE was finally evaluated by measuring per-
formance of operation recognition.

The rest of this paper is organized as follows: Section 2
explains acoustic feature extraction. Our multi-modal SOE
method is introduced in Section 3. Section 4 describes data
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Fig. 1. Acoustic feature extraction.

specifications, experimental setup, results and discussions.
Finally Section 5 concludes this paper.

2. ACOUSTIC FEATURE

Figure 1 introduces our acoustic feature extraction strategy.
An audio signal is firstly divided into audio frames with
certain frame length and frame shift. Next, Mel-Frequency
Cepstral Coeffcient (MFCC) parameters, that is often used in
audio signal processing, are computed in each frame. SDA
is then applied to MFCC vectors, generating new feature
vectors: SDA-MFCC. Using either MFCC or SDA-MFCC
vectors, clustering is subsequently carried out. Clustering is
based on Gaussian Mixture Model (GMM) with/without envi-
ronmental classification, in an unsupervised manner. Several
frames are grouped into one segment to obtain a histogram of
codebook elements, applying BOF techniques. An acoustic
feature vector for SOE is finally obtained.

2.1. Stacked Denoising Autoencoder

In order to acquire high-performance acoustic features that is
robustly applicable in real environments, this paper employs
SDA [7]. SDA is one of Deep Neural Network (DNN) im-
plementations, in which an input layer corresponds to a noisy
feature vector and an output layer corresponds to a clean one.
SDA is usually expected to remove noisy influence and dis-
tortion. In service engineering, audio data are recorded in
real conditions where many kinds of background sounds si-
multaneously exist. The variation of audio features becomes
so large, making the SOE performance significantly decrease.
We believe SDA has a possibility to deal with the distortion.

When training an SDA, noisy data are often artificially
generated from clean training data in order to implement
noise reduction abilities. In our case, however, it is unnec-
essary to reduce all background noises, and rather, SDA is
expected to flexibly deal with the variations. Therefore, we
used feature vectors converted from real-environment train-
ing samples as “clean” data. Note that only pre-training is
conducted in this paper, because fine-tuning is a supervised
training method and it is quite difficult to manually make
background noise transcriptions for numerous training data.
In practice, we use pylearn2 [9] to perform SDA. Details
about SDA should be also referred to tool documents.
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Fig. 2. Clustering of audio frames.
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Fig. 3. Bag of features for an audio segment.

In this work, we obtain new features (SDA-MFCC) from
conventional features (MFCC) by using SDA. In the follow-
ing processing (Section 2.2), either MFCC or SDA-MFCC is
exclusively chosen.

2.2. Clustering

Figure 2 (a) is a clustering method without environmental
classification [4], and (b) is a proposed approach in this paper
with environmental classification. In both schemes, at first, a
conventional VAD technique is applied causing three classes:
speech, silence, and environmental noise. Separating speech
turns are described in [1], and detecting silence turns is done
using a simple power threshold scheme.

Next, environmental classification is carried out in (b);
the environmental-noise class is further divided into station-
ary and non-stationary noise classes using a quartic cumulant
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Table 1. Basic features used in our multi-modal SOE.

Modality | Feature [dimension]

Acoustic | Environmental-sound BOF [10]
Location | Staying-area, orientation and action [18]
POS Work-related [17]

Acoustic Feature Segment Feature

Speech Ratio (SR) [1] HET R ED

Environmental-sound
BOF [10] NAF+BOF [45]

Fig. 4. Segment features from acoustic and non-acoustic ones.

Location feature [18]

Staying-area, orientation
and action data

POS feature [17]
Work-related data

coefficient Cf:
Els(t)*]
Els(t)?)?

where s(t) indicates an amplitude at time ¢ in a frame. If this
cumulant value is lower than a pre-defined threshold, the cor-
responding frame is classified into the stationary noise class.
Otherwise, the frame is classified into the non-stationary
noise class.

In either (a) or (b), non-hierarchical unsupervised cluster-
ing is further conducted for each noise class. In this work, a
GMM-based approach is adopted. A GMM represents a dis-
tribution of training data as:

C; = (D

K
G(@) = cxN(@; py, ) )

k=1

where N (zx; p, ) is a Gaussian distribution with a mean vec-
tor i and a covariance matrix 3, K is the number of Gaussian
components, and ¢, is a mixture weight factor subject to:

K

D=1 (0<c <) 3)

k=1

When training, we estimating the above parameters cy, [,
and Y. A trained GMM is then used for clustering, by esti-
mating the most relevant Gaussian component for given test
data; a class index k for an input vector x; in a test set can be
estimated as:

k = argmax {¢p N (i; py, r) } - “4)
k

Note that in the following, let us denote the numbers of sta-
tionary and non-stationary classes in Figure 2 (b), by M and
N, respectively.

2.3. Bag-of-features

BOF is originally proposed in a natural language processing
domain as "Bag of words [8],” but currently it has been widely
employed in the other fields; BOF is also effective in acoustic
classification, e.g. [10, 11]. We utilize a BOF approach to
finally obtain acoustic features.

2338

| Trainingset || Testset |
v y
| Segmentation (time window) |
y y
l Segment feature |
y
| Transcription | | Training data | | Test data |

y v
I Multi-class SVM (Support Vector Machine)

I SOE (Service Operation Estimation) result I

Fig. 5. Our service operation estimation method.

Table 2. Data specification and experimental condition.

Data # of subjects: 2,
# of segments: 1,683 (2h 20m)
Bitrate: 256kbps,
Segment length: 7"=5sec,
Frame length: 25ms,
Frame shift: 10ms
# of training data: 64,000 frames,
# of hidden layers: 5,
# of perceptrons: 1024-512-256-128-39,
# of iterations of training: 10,
Input & output layers: 39 dim feature vector
(12 dim MFCCs and powe, their A and AA)
W/o environmental classification: K =128,
W/ environmental classification: M =128, N =32
Kernel: RBF

Audio

SDA

Clus-
tering
SVM

Figure 3 depicts a flow. A codebook consisting of code-
words, equivalent to classes in Section 2.2, is generated be-
forehand. Clustering results in consecutive several frames are
collected into one segment. For each class, the number of
frames classified is counted to generate a histogram of the
codewords. Then the histogram is simply employed as an
acoustic feature vector of the segment: Environmental-sound
BOF. The dimension thus corresponds to N+ M +-2.

3. MULTI-MODAL SERVICE OPERATION
ESTIMATION

3.1. Features

In addition to the acoustic feature described in Section 2,
several types of features are prepared. Table 1 summarizes all
the features. Location and POS features are extracted based
on our previous works [6, 12]. From location, orientation and
acceleration sensors, we extract following time-rate features:
10-dimensional staying-area features indicating where and
how long a worker stayed, 6-dimensional orientation features
indicating head orientation of worker, and 2-dimensional ac-
tion features. From POS data, we compute 17-dimensional
work-related features consisting of the numbers of ordering
and customers, and so on.

Before integration, according to preliminary experiments,
Principal Component Analysis (PCA) is additionally per-
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Table 3. Service operations.

SO No. | Service operation
1 Greeting and offering customers to tables
2 Moving and carrying foods and drinks
3 Accounting
4 Taking orders
5 Serving foods and drinks
6 Cleaning up and setting tables

formed to the acoustic feature in order to reduce the di-
mension. As a result, a 10-dimensional acoustic feature is
extracted. Finally in each segment, we simply concatenate
the acoustic feature and the non-acoustic features into one
supervector (segment feature). Figure 4 illustrates segment
features used in this paper.

3.2. Estimation method

Figure 5 shows our SOE method. Feature supervectors are
computed segment by segment. Multi-class SVM is built us-
ing training data and corresponding transcription labels. Test
data are recognized by using the SVM.

4. EXPERIMENTS

We conducted two experiments: audio-only SOE compar-
ing MFCC and SDA-MFCC (Section 4.3.1), and multi-modal
SOE using acoustic features in addition to features derived
from the other modalities (Section 4.3.2).

4.1. Data specification

Table 2 shows data specification used in the experiments. We
collected data in a Japanese-style restaurant. Every work-
ers equipped their own microphone and recorder. SNR was
roughly —5 to 5dB in busy time, or 10 to 15dB otherwise.
Note that VAD performance was 5.8% False Acceptance Rate
(FAR) and 11.5% False Rejection Rate (FRR).

4.2. Experimental setup

Experimental condition is also summarized in Table 2.
Hyper-parameters appeared in Table 2 were determined em-
pirically. Table 3 indicates six service operations that should
be classified. We chose these operations based on our ex-
periences, so that we could measure employees’ activities
and service quality by analyzing results. We evaluated each
feature and method by F-measure. All the experiments were
done in a leave-one-out manner. Note that in order to evalu-
ate recognition ability of proposed features and method, we
tested data segments only corresponding to the operations.

In the first experiment, MFCC and SDA-MFCC were
compared. Because we would like to show the necessity of
proposed environmental classification process shown in Fig-
ure 2 (b), acoustic features without the environmental classi-
fication (a) were also tested. The number of stationary and
non-stationary inner classes, that is M and IV, were experi-
mentally chosen.
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Table 4. A confusion matrix using SDA-MFCC with environ-
mental classification.

SO Estimated

No. 1 2 3 4 5 6
11110 7 20 33 29 70

o211 33 2 6 11 47

8321 2 39 7 12 19

54| 49 7 8 106 55 58

©s5| 40 4 4 39 239 35
6| 38 7 5 24 39 447

In the second experiment, we compared three features
(see also Figure 4): Non-Acoustic Feature only (NAF), the lo-
cation and POS features in addition to a conventional acoustic
feature [1] (NAF+SR), and combination of the non-acoustic
features and the proposed BOFs (NAF+BOF).

4.3. Experimental results and discussions
4.3.1. Audio-only SOE

We conducted audio-only SOE to clarify which feature is bet-
ter (MFCC v.s. SDA-MFCC), and whether environmental
classification is effective or not. Figure 6 shows experimental
results for every service operations, and Table 4 indicates a
confusion matrix when using SDA-MFCC with environmen-
tal classification. SDA-MFCC with environmental classifi-
cation achieved the best performance among all the four fea-
tures; especially No.3 and No.4 were significantly improved.
For No.1 and No.2, environmental classification contributed
to the improvements.

Since the numbers of GMM components were different
(K =128 v.s. N+ M =160), we did a supplemental experi-
ment where K =160. However, the result was slightly worse
than K = 128. This indicates the improvement is not due to
the difference of the number of Gaussian components but to
the introduction of environmental classification.

The best performance (roughly 50%) seems to be insuf-
ficient. This comes from limitation of audio classification
power; some operations are difficult to distinguish using au-
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Fig. 7. F-measures of multi-modal SOE using non-acoustic
features (NAF) in addition to conventional (SR) and proposed
(BOF) acoustic features.

Table 5. A confusion matrix using non-acoustic features and
environmental-sound BOF .

SO Estimated

No. 1 2 3 4 5 6
1125 2 0 1 4 16

_2] 18 53 3 5 5 26

53|10 1 8 1 2 4

S4| 2 4 6 23 16 12

5| 19 2 7 8 307 18
6| 30 5 0 3 27 495

dio cues only. Incorporating the other modalities is thus cru-
cially expected.

4.3.2. Mulit-modal SOE

We performed multi-modal SOE as well as non-acoustic-only
SOE for comparison. Figure 7 indicates experimental re-
sults. The best performance was observed when using our
proposed multi-modal features (NAF+BOF); roughly 80%
F-measure was obtained with more than 10% improvement
from location-and-POS features (NAF). Especially, perfor-
mance of No.2 was drastically improved. Table 5 shows a
confusion matrix using NAF+BOF. It is also found that er-
rors in all the cases significantly decreased in comparison
with Table 4.

In conclusion, it is obvious that the performance of
NAF+BOF is significantly higher not only than the non-
acoustic-only SOE but also than the audio-only SOE. This
indicates incorporating different modalities is successfully
accomplished.

5. CONCLUSION

This paper investigates two aspects for SOE: (1) acoustic fea-
tures based on environmental sounds by applying SDA and
BOF methods, and (2) multi-modal SOE using the acoustic
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features and the other features. We recorded and annotated
real data, and we also performed evaluation experiments us-
ing them. We found that our proposed acoustic feature could
sufficiently improve the performance, and our multi-modal
SOE successfully achieved obtaining almost 80% F-measure.

Our future works include investigation of using raw audio
signals instead of MFCC in SDA, and evaluation of proposed
features and SOE scheme in different environments. Because
service operations are not always exclusive in some cases, that
means features may belong to a couple of operations, a suit-
able evaluation scheme should be also explored. In this paper
we combined non-acoustic features and PCA-applied acous-
tic BOFs to adjust their contributions in SVM. We will further
investigate how to integrate both information more efficiently
and to compact acoustic features using the other techniques
e.g. Latent Semantic Indexing (LSI).
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