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Abstract—Head-tracking is essential to dynamically reproduce
binaural signals. If a crosstalk cancellation system is used for re-
production via loudspeakers, the head-tracking can be conducted
based on acoustic delay estimates. Instead of estimating the
delays between anchor sources and microphones at the listener’s
ears, we propose to obtain these delay estimates by continuously
measuring the impulse responses between the loudspeakers and
the microphones. Based on the measured delays, a nonlinear least-
squares problem is presented to jointly estimate position and
orientation in the horizontal plane. This problem formulation
incorporates a novel angle-dependent parametric delay model to
increase tracking precision. We show that our presented para-
metric delay model is superior to the free field and Woodworth’s
delay model in terms of head-tracking precision. Assuming free
field conditions despite the presence of the listener’s head is
demonstrated to causes a systematic error. Moreover, we validate
the proposed head-tracking method in a preliminary dynamic
evaluation in an adaptive crosstalk cancellation system.

Index Terms—Crosstalk cancellation, head-tracking, nonlinear
least-squares

I. INTRODUCTION

For the immersive reproduction of binaural audio signals,
the listener’s position and orientation in space must be tracked.
These head-tracking data can either be used to modify the
binaural synthesis [1] or to adapt pre-rendered binaural signals
to the current user orientation [2]. Reproducing binaural
signals via loudspeakers usually requires a dynamic crosstalk
cancellation system, which also necessitates head-tracking
data to design suitable filters [3], [4]. Instead of relying on
external tracking devices, audio signals can also be employed
to facilitate tracking. This is attractive if microphones are used
anyway to adapt the crosstalk cancellation filters, as in [5].

To track the user’s motion based on audio signals, multiple
approaches using microphones at the ears have been proposed.
Firstly, in [6], [7], anchor sources aid to estimate the acoustic
propagation delay between loudspeakers and microphones.
In a subsequent step, the user’s position and orientation is
estimated from these delays. This position estimation technique
assumes free field conditions for the sound propagation despite
the presence of the user’s head. Consequently, we observed
systematic errors. Secondly, the approach presented in [4],
which is based on comparing the interaural time difference
(ITD) contained in the desired binaural playback signal and
the ITD contained in the microphone signal, estimates the
orientation around the vertical axis only. While lacking position
estimates, the ITD error-based approach does not require
potentially disturbing anchor signals.

In this paper, a head-tracking method is presented which
not only avoids using potentially disturbing anchor sources
to obtain propagation delay estimates but can also include
a more sophisticated propagation delay model to mitigate
the systematic error arising from the inadequate free field
assumption. Our investigations focus on the application in
crosstalk cancellation systems but are not limited to those.
We suggest to estimate the impulse responses between the
loudspeakers and the microphones at the ears online — a
challenging system identification problem, as discussed in
[5]. The impulse response estimates provide access to the
propagation delays without requiring anchor sources. Based
on a parametric propagation delay model, which can easily be
personalized, position and orientation estimates are found as
the solution of a nonlinear optimization problem.

The remainder of this paper is structured as follows: Sec. II
describes the proposed head-tracking method and introduces the
parametric propagation delay model. In Sec. III, the proposed
delay model is compared to other delay models, and the head-
tracking performance is evaluated in two experiments. Sec. IV
concludes the paper.

II. BINAURAL HEAD-TRACKING METHOD

The goal of acoustic, specifically binaural, 2-D head-tracking
is to estimate the user’s position pU = [xU, yU]

T and orientation
φU (rotation around the z-axis) exploiting the microphone
signals at the user’s ears. In contrast to the binaural source
localization problem (e.g., [8]), the source signals are accessible
here. It is assumed that the microphone positions are similar
to those used for measuring head-related transfer functions
(HRTFs) with open ear canals. According to [9], placing the
microphones slightly outside the ear canal does not change
the HRTFs fundamentally. Furthermore, the two loudspeaker
positions, pSj =

[
xSj , ySj

]T
, j = 1, 2, are assumed to be

known.

A. Review of Tikander’s Method

Tikander et al. have proposed to obtain delay estimates
t̂ij , between source j and receiver i ∈ {L,R}, by evaluating
the cross-correlation of the anchor signal from loudspeaker j
and the microphone signal at receiver i [7]. As they refer to
standard methods to solve the underlying geometric problem,
known as trilateration or ”circulation” [7], we believe that sound
propagation under free field conditions is assumed implicitly
by converting the delays to distances.
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To create a reference implementation of their method, our
interpretation is as follows: Via trilateration, we estimate
separately the two ear positions p̂Ei = [x̂Ei , ŷEi ]

T. Then, the
average serves as the estimated center of the user’s head, i.e.,

p̂U = [x̂U, ŷU]
T

= (p̂EL + p̂ER) /2. (1)

If the trilateration yields two solutions, we choose the one such
that the user is positioned in front of the loudspeakers.

In [7], it is suggested to use an ITD model to estimate
the relative angles between the user orientation and each
loudspeaker. We choose the Woodworth ITD model, e.g., [10],

ITD (φ) =

{
a
c (φ+ sin (φ)) , for 0 ≤ |φ| ≤ π

2
a
c (sgn (φ)π − φ+ sin (φ)) , for π

2 < |φ| ≤ π
.

Here, a denotes the head radius, c is the speed of sound and
sgn (·) symbolizes the sign function. For positive φ, the look
direction is left of the source. Due to the brevity in [7], it
remains unclear how to obtain one user orientation angle from
multiple (possibly contradictory) relative angles to the different
loudspeakers. Thus, to obtain a single estimate of φU, we
suggest to solve the nonlinear least-squares problem

min
φU

∑
j=1,2

(
t̂Lj − t̂Rj − ITD (φU −∆φj)

)2
. (2)

This aims at finding the orientation φU which best explains
all the observed ITDs. The relative angle between source j
and the estimated user position can be calculated as ∆φj =
atan2

(
ySj − ŷU, xSj − x̂U

)
, where atan2 is the four-quadrant

extension of the inverse tangent function. From the estimated
ear positions (1), an orientation estimate, which can be used
as an initial value for solving (2), can be derived as

φ̂U = atan2 (ŷER − ŷEL , x̂ER − x̂EL) . (3)

B. Proposed Problem Formulation

We propose a binaural 2-D head-tracking algorithm which
is different from the approaches in the literature w.r.t. three
aspects. Firstly, we measure the impulse responses ĥij(k)
between the loudspeakers and the microphones only from
the desired playback signals, as in [5]. This way, no potentially
disturbing anchor signals are required. Secondly, we propose
to jointly estimate position and orientation based on delays
extracted from the measured impulse responses. Thirdly, to
avoid systematic errors, we encourage using a propagation
delay model different from the free field model.

Similarly to [11], estimates of position and orientation, p̂
and φ̂U, respectively, are found as those values which best
explain the observed delays for a given delay model. This
yields the nonlinear least-squares optimization problem

min
pU,φU

∑
i∈{L,R}

∑
j=1,2

(
t̂ij − fi,M

(
pSj ,pU, φU|θM

))2
, (4)

for which (1) and (3) provide initial values for the solver.
The propagation delay model fi,M, with parameter set θM,
consists of a distance-dependent contribution and an angle-
dependent contribution, i.e., fi,M

(
pSj ,pU, φU

)
= τ0 (∆pj) +

τM,i (∆φj). The position difference between loudspeaker j and

the user’s head center determines the distance-dependent delay:
τ0 (∆pj) = ‖∆pj‖/c with ∆pj = ‖pSj −pU‖ and ‖·‖ denot-
ing the Euclidean norm. The relative angle between the source j
and the user orientation is ∆φj = atan2

(
ySj − yU, xSj − xU

)
and determines the angle-dependent delay offset w.r.t. the head
center.

For completeness, we state the different delay models which
are compared later. From simple geometric considerations, the
angle-dependent free field model with antipodal ears yields

τF,i (φ) = − (a/c) cos (φ+ φEi) (5)

with φEL = +π/2 and φER = −π/2. The (modified) Wood-
worth delay model, as in [12], is given by

τW,i(φ) =

{
−accos(φ+φEi), for 0 ≤ |φ+φEi | ≤ π

2

sac
∣∣|φ+φEi |−π2

∣∣, for π
2 ≤ |φ+φEi | < π

. (6)

For s = 1, the classical Woodworth model is obtained, which
we found to be improved by the modification s 6= 1 (cf.
Sec. III-A). Alternatively, our proposed parametric delay model,
which is described next, can be employed.

C. Parametric Delay Model
The physically motivated Woodworth model in (6) has served

as a delay model in the past, especially as a foundation of
HRTF models and, more specifically, ITD models [10], [12],
[13]. For the application to binaural head-tracking, however,
the model has three limitations. Firstly, there is only a single
free parameter, the head radius a. While simple, the modeling
quality remains limited. Secondly, the model reflects the true
delays only for high frequencies, i.e., if the wavelength is small
compared to the size of the head. Thirdly, extracting this exact
delay from a real HRTF is difficult due to the complexity of
HRTFs, especially due to the presence of the pinna (cf. [13]).
A reliable delay estimation method, e.g., detecting when the
impulse response envelope reaches for the first time a certain
value relative to its maximum value, does not provide the exact
delays predicted by the Woodworth model. Yet, a generic model
should be able to incorporate this dependency on the delay
estimation method. To be clear: If the same delay estimation
method is used in training the model and in operation, resulting
positions and orientation angles remain unbiased, even though
the delay estimates themselves might be biased.

Having analyzed the angle-dependent delay contributions
based on the variety of head shapes, ear positions, and other
anthropometric characteristics present in the HRTF database
[14], we propose a parametric delay model (PDM). For our
analysis, we chose the above envelope-based threshold method
with a threshold of −10 dB and upsampling by factor 50. The
PDM is similar to Woodworth’s model in structure, featuring
line segments, sine-like segments and connecting polynomial
segments. Furthermore, we include multiple angle-delay pairs
to increase adaptability and to be able to capture the dependency
on the delay estimation method itself. As opposed to the
modified Woodworth model in (6) with s 6= 1, the parametric
model is constructed such that the derivative can be continuous
except at φ1. The proposed model is shown in Fig. 1 for the
left receiver and is specified in a piece-wise manner:
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Fig. 1. Parametric model for angle-dependent propagation delay to left ear.

τP,L(φ)=



`(φ|κ0,κ1,0,φ1), for 0≤φ≤φ1
`(φ|κ1,κ2,φ1,φ2), for φ1≤φ≤φ2
℘(φ|κ2,κ3,φ2,φ3,γ2,γ3), for φ2≤φ≤φ3
αdown(φ|κ3,κ4,φ3,φ4,γ3), for φ3≤φ≤φ4
αup(φ|κ4,κ5,φ4,φ5,γ5), for φ4≤φ≤φ5
℘(φ|κ5,κ0,φ5,2π,γ5,γ0), for φ5≤φ<2π

. (7)

Four types of piece-wise functions changing from value
κb to κe between φb and φe, are defined, namely, a line
segment ` (φ|κb, κe, φb, φe) = κb + (κe − κb) (φ−φb)

(φe−φb)
, a sine-

like downward arc with slope γb at the left boundary

αdown (φ|κb, κe, φb, φe, γb)

= κe + (κb − κe)

(
1 + sin

(
φ− φb

φe − φb

π

2
+ π

)) 2γb
π

φe−φb
κe−κb

,

a sine-like upward arc with slope γe at the right boundary

αup (φ|κb, κe, φb, φe, γe)

= κb + (κe − κb)

(
1 + sin

(
φ− φb

φe − φb

π

2
− π

2

)) 2γe
π

φe−φb
κe−κb

,

and a third-order polynomial with given slopes γb and γe at
the boundaries ℘ (φ|κb, κe, φb, φe, γb, γe) =

∑3
n=0 pnφ

n. Its
coefficients pn can be found as a result of Hermite interpolation
or by solving a system of linear equations.

To achieve a continuous first derivative of τP,L (φ), the slopes
at the interval boundaries must be chosen to be γ0 = κ1−κ0

φ1

and γ2 = κ2−κ1

φ2−φ1
. For the right ear, a mirrored model, with its

own parameter set, can be set up replacing φ by 2π − φ.

D. Optimization of Model Parameters

To minimize the model error, it is suggested to optimize
the model parameters on a given training set T of HRTF
sets from one or more subjects. The model parameters are
given by the sets θF = {a}, θW = {a, s} and θP ={
κ
(i)
0 , . . . , κ

(i)
5 , φ

(i)
1 , . . . , φ

(i)
5 , γ

(i)
3 , γ

(i)
5 | i = L,R

}
. Each sub-

ject m ∈ T is assumed to be at pU = [0, 0]
T and φU = 0. Then,

the single source takes those positions p
(n)
S1
, n = 1, . . . , N ,

such that the user positions and orientations match those from
the HRTF measurement in the horizontal plane. This way, an
HRTF interpolation, which might introduce an interpolation

error, is not required. An optimized set of model parameters
θM can be found solving

min
θM

√√√√√√
∑

i∈{L,R},
m∈T ,

n=1,...,N

(
t
(m,n)
i1 −fi,M

(
p
(n)
S1
,pU, φU|θM

))2
, (8)

where t(m,n)i1 denotes the delay extracted from the given head-
related impulse response (HRIR) h(m,n)i1 (k) of subject m for
source 1 at position n.

For a fair comparison, the parameters of all delay models
must be optimized. Using the Quasi-Newton method to solve
(8) for the free field model or for the Woodworth model yields
good results. However, the solution for the high-dimensional
parametric delay model obtained in this way often appears to
be only a local minimum, with obvious large errors. Therefore,
we suggest to apply an iterative optimization approach, in
which only one variable is optimized at a time and the others
are kept at fixed values. This process is repeated until each
parameter has been optimized I times.

III. EXPERIMENTAL EVALUATION

To evaluate the parametric delay model and the proposed
head-tracking method, we conducted three experiments.

A. Comparison of Delay Models

To compare the quality of the models, their parameters
are optimized as described in Sec. II-D, and I = 5 iter-
ations are conducted. Each optimization step is conducted
using MATLAB’s Quasi-Newton method implementation in
fminunc. The initial values for the free field and Woodworth’s
model are a = 8.75 cm and s = 1, while the parametric delay
model is initialized such that it yields values very close to those
of the Woodworth model. The speed of sound is assumed to be
c = 343 m/s and the sample rate is 12 kHz. The delays t̂ij are
estimated as described in Sec. II-C. We found that this delay
estimation method is quite robust, especially for contralateral
HRIRs. As a dataset, we use the numerically simulated HRTFs
of 93 unique human subjects from [14]. The corresponding
indices m shall be in THUTUBS. The parameter optimization
on the 72 measurement positions in the horizontal plane for
each of the 93 subjects is repeated twice: personally for each
subject m0 , i.e., T = {m0}, and in a leave-one-out fashion,
i.e., T = THUTUBS \ {m0}. To quantify the model error, the
residual error

ε
(m0,n)
i1 =

∣∣∣ t̂(m0,n)
i1 −fi,M

(
p
(n)
S1
,pU, φU|θM

)∣∣∣ , (9)

for subject m0 and position n, is calculated for N = 360
uniformly spaced test orientations φU in the horizontal plane.
To simulate these orientations, the spherical spline interpolation
method [15], as implemented in [16], is used1.

Fig. 2 visualizes the delay-angle dependency of the person-
ally optimized delay models for subject m0 = 3. It can be
seen that the PDM captures the measured delay behavior most

1To reduce the computational demand, only six neighbors are used.
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Fig. 2. Exemplary delay models personally optimized for subject 3.

TABLE I
COMPARISON OF ERRORS FOR DIFFERENT DELAY MODELS

personal leave-one-out
mean
error
(µs)

std
error
(µs)

mean
error
(µs)

std
error
(µs)

freefield (5) 51.1 28.0 51.4 28.8
Woodworth (6), s = 1 57.6 19.2 57.9 20.5
Woodworth (6), s 6= 1 27.8 19.8 29.7 20.8
PDM (7) 4.2 6.2 14.0 12.8

precisely. Table I shows the means and standard deviations of
the 2·93·360 = 66960 errors (9) in the eight cases. The fact that
the mean error does not decrease much when changing from
”leave-one-out” to ”personal” indicates that the models other
than the PDM cannot represent the delay behavior properly.
The modified Woodworth model roughly cuts the mean error
in half. Yet, the proposed PDM by far outperforms the other
models in both the personal and the leave-one-out case. This
implies good suitability of the PDM for head-tracking.

B. Head-Tracking Performance in Static Conditions

To showcase the systematic error in case of model mismatch,
an experiment with the following setup is conducted. On the
one hand, the acoustic transfer functions represent free field
conditions (FF), simulated as fractional delay filters. On the
other hand, the presence of a rigid sphere (RS) is simulated,
as described in [17], as an approximation for the presence
of the listener’s head. The head radius is a = 8.75 cm. The
loudspeakers, positioned at angles ±45°, are 2.5 m away from
the origin. The user position is pU = [0, 0]

T. The delays t̂ij
are estimated as the time when the envelope of the 50-times
upsampled impulse response hij(k) reaches its maximum. This
delay estimation method yields the exact values for the free
field model, but it is not reliable for real HRTFs.

Fig. 3 shows the position and orientation estimation errors
for different user orientations. Due to symmetry, the analysis
is restricted to rotations of up to 180°. If system and model
match, the resulting errors are very close to zero, i.e., either
the trilateration method (1) is applied to the free field impulse
responses or (4) is used in combination with the free field
model (5). If the Woodworth model (6) is applied to the rigid
sphere transfer functions, the errors are still small. In this case,
the delay estimates provided by the delay estimation method
do not exactly match the values of the Woodworth model and
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Fig. 3. Comparison of estimation errors under ideal static conditions.

small angular errors occur. The PDM, optimized on the rigid
sphere’s delays estimated with same maximum envelope delay
estimation method, yields lower position and angular errors,
as expected. If free field conditions are assumed in the model
but the actual system is a rigid sphere, a systematic error can
be seen. In this example, the errors reach about 2.7 cm in
position and 2.5° in angle. When one of the ”ears” on the
sphere is contralateral, corresponding to an orientation of 45°
or 135°, the errors in position are especially strong and can be
explained as follows. Due to the longer path around the sphere,
the observed delays are larger than under free field conditions.
Hence, these longer delays can be best explained by a slight
position offset in the trilateration method and in the proposed
method if free field conditions are assumed. In a nutshell, this
experiment illustrates that a precise delay model is crucial to
achieve low head-tracking estimation errors.

C. Head-Tracking Performance in Dynamic Conditions

To demonstrate the feasibility of the proposed head-tracking
method, an adaptive crosstalk cancellation setup, as in [5],
with the geometric setup as in Sec. III-B is considered.
A continuous head rotation of angular velocity of 5°/s is
simulated in an anechoic environment. To achieve this, the
simulated HRTFs of subject 3 from [14] are interpolated every
10 ms using the spherical spline interpolation, as described
in Sec. III-A. The binaural playback signal is a 10 s-long
repeated excerpt from a binaural orchestra recording, and the
crosstalk cancellation filters are updated every 10 ms with the
frequency-domain least-squares method [18]. To obtain impulse
response estimates, we resort to a multichannel extension
of the time-domain Kalman filter [19] in combination with
the measurement noise estimation method from [20]. This
multichannel system identification will certainly be the limiting
factor for tracking fast movements, but the system identification
problem, especially for moving subjects, must be considered a
research topic of its own. Using a relatively low sampling rate
of 12 kHz allows to obtain sufficiently precise delay estimates,
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Fig. 4. Comparison of estimation errors in dynamic conditions. The lower
legend shows the RMS errors in position and orientation (for times after 0.5 s).

with the delay estimation method from Sec. II-C, at a simulated
SNR of 30 dB at the microphones. Furthermore, we only
estimate 84 filter coefficients per channel and assume 48 zero-
valued coefficients before the nonzero coefficients to avoid
estimating the propagation delay part of the impulse responses.
This would unnecessarily slow down the identification of the
impulse responses. In the real-world, the audio interface latency
would need to be considered here, too.

Fig. 4 visualizes the estimation errors in position and
orientation for different estimation methods. The large errors
before 0.5 s result from initially bad impulse response estimates.
While both free field-based methods yield a relatively constant
position error of about 2 cm to 3 cm, using the Woodworth
model in the proposed method reduces this error. However,
the peak errors remain similarly high when one of the ears is
contralateral (around 9 s and 27 s). As the proposed PDM fits
the measured delays much better (cf. Sec. III-A), a position
estimation with higher precision is achieved and the systematic
position error, as in Fig. 3, vanishes. Surprisingly, the PDM
with leave-one-out optimization performs similarly to the
personalized PDM. The RMS angular errors are comparable
for all methods and similar to the values reported in [21].

IV. CONCLUSION

In this paper, a head-tracking method using microphones at
the listener’s ears has been proposed. Instead of using anchor
signals, delay estimates are obtained from estimated impulse
responses based on the desired playback signal. The limits
imposed by current system identification methods, especially
in reverberant environments, and their impact on the delay
estimation error, need further investigation. In the proposed
method, user position and orientation are found as the solution
of an optimization problem, which includes a novel angle-
dependent parametric delay model. With this model, both with
and without personalization, the position estimation errors are
reduced when comparing with free field-based methods.
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