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Abstract—Speaker direction of arrival (DOA) estimation is
an important task for beamforming-based noise reduction and
camera steering. Common DOA estimation techniques suffer
from biased DOA estimates when the speaker is close to the
noise source. In this paper, a novel speaker DOA estimation is
presented based on Frobenius norm minimization. In our model,
multiple possible speakers are located in each one of a predefined
set of candidate DOAs. Instead of estimating the DOA, the power
spectral density (PSD)s of the speakers are mutually estimated
and the dominant DOA is determined by the speaker with the
maximal PSD. The PSDs estimation task is then employed by
minimizing the Frobenius norm of the matrix-difference between
the estimated PSD matrix of the received signals and the model-
matrix described the multiple speaker presence. An experimental
study demonstrates the benefits of the proposed Frobenius-based
DOA algorithm in simulated dataset w.r.t. a maximum likelihood
(ML) based DOA estimator, especially when the speaker is
angularly close to the noise source.

I. INTRODUCTION

Online speaker localization is required in many applications,
including beamforming, camera steering, multi-speaker sepa-
ration, navigation, and target acquisition. This task becomes
challenging when additive directional inference sources are
captured by the microphone array.

In this paper, the DOA estimation problem is attributed.
In the audio-processing community, baseline DOA estimators
are based on the generalized cross correlation (GCC) [1]
or the multiple signals classification (MUSIC) algorithm [2].
These techniques are not optimal in the presence of direc-
tional inference. In [3], the ML estimator of multiple-source
DOAs in the presence of colored noise is derived where the
number of assumed speakers is confined to the number of
microphones. Some papers use the sparsity assumption of
the speech nature [4] and assume a single speaker at each
frequency bin from an overall number of active speakers. In
[5], [6], a single dominant speaker in each time-frequency
(TF) bin was assumed, and the interaural phase difference
(IPD)s from all TF bins were clustered into groups associated
with a candidate speaker using the estimate maximize (EM)-
Mixture of Gaussians (MoG) model. The DOA of the active
speakers was estimated using the groups with the highest
probability. In [6]–[9], the microphone signal vectors from
each TF bin were clustered in same manner while the noise
was implicitly modeled. In [9], it was shown that the dominant

DOA estimator is obtained by looking after the DOA with the
maximum posterior signal-to-noise ratio (SNR) at the output
of the minimum variance distortionless response (MVDR)
beamformer.

Based on our examination, these algorithms suffer from bias
in the DOA estimation in cases where the speaker DOA is
close to the noise source DOA due to the maximum posterior
SNR criterion. In cases where the noise source is close to the
speaker from one side, the DOA with the higher posterior SNR
might be biased to the other side of the speaker. This property
of the DOA estimators can be problematic for beamforming
dedicated for ASR (because bias from the actual DOA of the
speaker can cause speech distortion) or for camera steering.
It is claimed that this problem is caused by only a single
speaker being assumed in each TF bin. Thus, the obtained
DOA estimate is the DOA with the maximum posterior SNR.

In this paper, it is proposed to assume multiple activity of
possible speakers from all possible DOAs and estimate their
PSDs. Then, the dominant DOA can be determined by the
DOA associated with the maximum PSD. By this criterion,
the actual speaker PSD may be the maximal even when the
noise source is closed to the speaker and the bias problem
is avoided. However, using an ML estimator (as in [3]),
the number of speakers is mathematically confined to the
number of microphones, which is a problematic restriction
for a low number of available microphones. In [10]–[14], the
authors estimated the speech and/or the reverberation and/or
the ambient noise PSD by minimizing the Frobenius norm
of the difference between the received signals’ PSD matrix
and its statistical matrix-model. In this paper, the PSDs of
multiple possible speakers are estimated using Frobenius norm
minimization. Thus, there is no mathematical restriction on
the number of speakers and a low resolution of DOA search
can be made. Additionally, relative to the ML estimation of
the DOA, no matrix inversion is required and therefore the
computational burden can be reduced. In the experimental
section, which consists of simulated microphone signals, it is
shown that the DOA estimates of the proposed algorithm have
less mean absolute error (MAE) relative to the ML-based DOA
estimator in cases where the speaker and the noise source are
angularly close.
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II. SIGNAL MODEL

Consider N microphone observations consisting of rever-
berant speech and additive noise. The speaker beams from
DOA θS , which can be chosen from a set of predefined DOA
candidates with the required resolution θS ∈ [0o : βo :
360o] and overall J = 360

β DOA candidates. Although the
speaker beams only from DOA θS , multi-activity of speakers
is assumed from each possible DOA. The i-th microphone
observation can then be expressed as:

Yi(m, k) =

J∑
j

Xj,i(m, k) + Vi(m, k), (1)

where Yi(m, k) denotes the i-th microphone observation with
time-index m and frequency index k, Xj,i(m, k) denotes the
j-th speech as observed at the i-th microphone, and Vi(m, k)
denotes the ambient noise. Here Xj,i(m, k) is modeled as a
multiplication of the speech Xj,1(m, k) (as received by the
first microphone that was arbitrarily chosen as the reference
microphone) and the relative direct-path transfer function of
the i-th microphone Gi(θj , k) , i.e.:

Xj,i(m, k) = Gi(θj , k)Xj,1(m, k). (2)

The transfer function Gi(θj , k) is a pure phase depending on
the time difference of arrival between the i-th microphone and
the first microphone:

Gi(θj , k) = exp

(
−ι2πk

K

τi(θj)

Ts

)
, (3)

where τi(θj) is the time difference of arrival (TDOA) between
the i-th microphone and first microphone of the acoustic
wave that comes from DOA θj , Ts is the sampling time,
and K is the number of frequency bins. Considering only the
horizontal plane, and given the two-dimensional positions of
the microphones, the TDOA τi(θj) is given by:

τi(θj) =
1

c
· [cos (θj) sin (θj)] (pi − p1) , (4)

where c is the sound velocity, pi is the horizontal position
of microphone i, and θj is the DOA of speaker j. The N
microphone signals can be concatenated in a vector form:

y(m, k) =
∑
j

g(θj , k)Xj,1(m, k) + v(m, k)

= G(k)x(m, k) + v(m, k) (5)

where:

y(m, k) =
[
Y1(m, k) . . . YN (m, k)

]T
,

g(θj , k) =
[
G1(θj , k) . . . GN (θj , k)

]T
,

G(k) =
[
g(θ1, k) . . . g(θJ , k)

]
,

x(m, k) =
[
X1,1(m, k) . . . XJ,1(m, k)

]T
,

v(m, k) =
[
V1(m, k) . . . VN (m, k)

]T
.

The speech signals are modeled as a complex-Gaussian pro-
cess with Xj,1(m, k) ∼ NC(Xj,1(m, k), φXj (m, k)) where
φXj (m, k) is the PSD of the j-th speaker and:

NC(z,Φ) =
1

πN |Φ|
exp

(
−zH Φ−1z

)
, (6)

where z denotes a Gaussian vector, Φ is a PSD matrix, and | · |
denotes the matrix-determinant operation. The PSD matrix of
the noise denoted by Φv(k) is assumed to be time-invariant
and known in advance (or can be accurately estimated dur-
ing speech-absent periods). Accordingly, the observed signal
vector y(m, k) is also a Gaussian stochastic vector with the
probability density function (p.d.f.):

y(m, k) ∼ NC
(
y(m, k),G(k)ΦX(m, k)GH(k) + Φv(k)

)
.

(7)
The PSD matrix of the speech is modeled as a diagonal matrix
ΦX(m, k) = Diag

[
φX1(m, k) . . . φXJ

(m, k)
]
, due to

the lack of correlation between different speakers.
The goal of this work is to estimate the dominant speaker

DOA θS . For the sake of comparison, two ML-based DOA
estimators are first derived for 1) a single-speaker activity
model where the dominant DOA θS is estimated directly
and 2) a multi-speaker activity model where the speech power
for each speaker φXj

(m, k) is estimated and the dominant
DOA is determined by the speaker with the maximum power.
Note that the latter estimator is restricted to N speakers.

Then, the proposed way is presented, which estimates the
speech powers by minimizing the Frobenius norm of the
matrix-difference between the estimated PSD matrix of the
received signals and the model-matrix. This estimator has no
restriction for the number of speakers.

III. DOMINANT DOA ESTIMATION

In this section, the estimators for the dominant DOA are
derived. Whenever possible, the frequency k and time m
indexes are omitted for brevity.

A. ML-based DOA estimator assuming single-speaker activity

Only in this section is single-speaker activity assumed.
The DOA of the speaker is directly estimated using the
ML criterion. Assuming that only a single speaker is active,
the p.d.f. of the microphone observations is modelled by
y ∼ NC

(
y, φXS

g(θS)gH(θS) + Φv

)
where φXS

is the PSD
of the speaker. The DOA can be estimated by

θ̂S = argmax
θS

log
∏
k

NC
(
y, φXS

g(θS)gH(θS) + Φv

)
(8)

Because the DOA and the speaker PSD are both unknown,
the PSD should be estimated first for each possible DOA
candidate. Using the Fisher-Neyman factorization, the above
p.d.f. can be factorized to:

NC
(
y, φXggH + Φv

)
= NC (XMVDR, φX + φṽ)

πN−1 |φṽ|
|Φv|

exp

(
−yHΦ−1

v y +
|XMVDR|2

φṽ

)
(9)
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where XMVDR ≡
gH
j Φ−1

v y

gHΦ−1
v g

is the output of the MVDR beam-
former steered to the DOA represented by g and φṽ ≡ 1

gHΦ−1
v g

is the noise power at the output of the MVDR beamformer.
Using the ML estimator, the PSD of the speaker is obtained by
taking the derivative of the above p.d.f. w.r.t. φX and equaling
it to zero, φ̂Xj

= |XMVDR|2 − φṽ. Finally, inserting the
estimate of the speech power into the ML in (8) yields the
following simplified expression containing the posterior SNR
in each DOA:

θ̂S = argmax
θ

∑
k

|XMVDR(θ)|2

φṽ(θ)
− log

|XMVDR(θ)|2

φṽ(θ)
(10)

To get smoothed DOA estimates over time, it is recommended
to smooth the posterior SNR over time according to:

pSNR(m) = α ·pSNR(m−1) + (1−α)
|XMVDR(θ)|2

φṽ(θ)
(11)

where 0 ≤ α < 1 is a smoothing factor and use pSNR(m)

in (10) instead of |XMVDR(θ)|2
φṽ(θ) . Note that the dominant DOA is

actually determined by the DOA with the maximum posterior
SNR1. As is shown in the experiments, this ML criterion
sometimes implies a DOA that maximizes the posterior SNR
and not the oracle DOA of the dominant speaker. For camera
steering usage or for ASR usage (which requires undistorted
speech during the noise reduction operation such as beamform-
ing), this characteristic might be problematic. Additionally,
each time the noise PSD matrix is updated it should be inverted
(which increases the computational burden).

B. ML-based DOA estimator assuming multi-speaker activity

Assuming the p.d.f. in (7), the ML-based estimation of the
speakers PSD matrix is obtained by:

Φ̂X = argmax
ΦX

NC
(
GΦXGH + Φv

)
. (12)

Using the Fisher-Neyman factorization the above p.d.f. can be
factorized to:

NC
(
y,GΦXGH + Φv

)
= NC (xLCMV,ΦX + Φṽ)

πN−J
|Φṽ|
|Φv|

exp
(
−yHΦ−1

v y + xHLCMVΦ−1
ṽ xLCMV

)
(13)

where xLCMV ≡
(
GHΦ−1

v G
)−1

GHΦ−1
v y is the multi-

speaker LCMV outputs and Φṽ ≡
(
GHΦ−1

v G
)−1

is the noise
PSD matrix of the residual noises obtained at the LCMV
outputs. Taking the derivative of the above p.d.f. w.r.t. ΦX
and equaling it to zero yields ΦX = xLCMVx

H
LCMV − Φṽ.

To get smoothed PSD estimates, the estimated PSDs can be
smoothed across the time by:

Φ̂X(m) = αΦ̂X(m− 1) + (1− α)
(
xLCMVx

H
LCMV − Φṽ

)
.

(14)
Finally, the dominant DOA is associated with the DOA with
the maximum power over all frequencies, namely θ̂S = θĵ

1Note that the function x− log x is monotonic increasing function with x
when x > 1. Thus the logarithm expression can be neglected in (10)

where ĵ = argmaxj
∑
k Φ̂X,jj and Φ̂X,jj is the j-th diagonal

element of Φ̂X .
Note that the matrix GHΦ−1

v G is a J×J matrix and can be
inverted only when J ≤ N because its maximal rank equals
N . This restriction can be problematic for a desired low-
resolution of DOA search (namely large number of searched
DOAs J). Thus, this algorithm is described here only for the
sake of completeness and not experimented with in this paper.
In the next section, the proposed Frobenius-norm-based PSD
estimation is derived, which has no limit on the number of
speakers.

C. Multi-speaker PSD estimation using Frobenius norm min-
imization

In this section, the speech PSDs are estimated by matching
the short-term estimate of the received signal PSD matrix with
its matrix-model. The matrix-model of the PSD matrix of y
is given by Φy =

∑
j φXj

Σj + Φv where Σj ≡ g(θj)g
H(θj)

and a short-term estimate of Φy can be recursively given by:

Φ̂y(m) = αΦ̂y(m− 1) + (1− α)y(m)yH(m). (15)

Matching the modelled PSD matrix and the estimated PSD
matrix of y, the problem at hand can be recast as a system
of N2 equations in J variables. Because there might be more
or fewer equations than variables, the best fitting parameter
set that minimizes the total squared error can be found by
minimizing the Frobenius norm between Φ̂y(m) in (15) and
its matrix-model. Accordingly, estimates of the speech PSD
can therefore be the minimizers of the following cost-function:

φ̂X = argmin
φX

∥∥∥∥∥∥Φ̂y(m)−

∑
j

φXj
Σj + Φv

∥∥∥∥∥∥
2

F

, (16)

with || · ||2F being the squared Frobenius norm given for any
arbitrary matrix Z by ||Z||2F =

∑
i,j |Zi,j |

2
= Tr

[
ZHZ

]
.

Denote φX =
[
φX1

. . . φXJ

]
. Following some algebraic

steps, the cost function in (16) can be written as:

||Φe(m)||2F = φT
XAφX − 2bT(m)φX + C(m), (17)

where A is time-invariant J × J matrix defined by:

A ≡

 Tr
[
ΣH1 Σ1

]
... Tr

[
ΣH1 ΣJ

]
...

. . .
...

Tr
[
ΣHJ Σ1

]
... Tr

[
ΣHJ ΣJ

]
 , (18)

b(m) is time-varying vector defined as:

b(m) ≡


Tr
[
ΣH1

(
Φ̂y(m)− Φv

)]
...

Tr
[
ΣHJ

(
Φ̂y(m)− Φv

)]
 (19)

and C(m) is defined as:

C(m) ≡ Tr
[(

Φ̂y(m)− Φv

)H (
Φ̂y(m)− Φv

)]
. (20)
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Because the cost function ||Φe(m)||2F has a quadratic form,
setting its gradient w.r.t. φX to zero yields the following
minimum-point:

φ̂X = A−1b(m). (21)

Note that this estimator has no restriction on the number of
searched DOAs J . Additionally, there are no matrix inversions
within the online implementation because A−1 is independent
of the noise PSD and can be calculated in advance. Finally, the
dominant DOA is associated with the direction with the max-
imum PSD, namely θ̂S = θĵ where ĵ = argmaxj

∑
k φ̂X,j

and φ̂X,j is the j-th element of φ̂X .

IV. PERFORMANCE EVALUATION

The performance of the proposed algorithm is evaluated
on simulated signals by estimating the DOAs of a single
speaker and calculating the MAE w.r.t. the oracle DOA. Four
algorithms are compared by their MAE results:

1) The GCC-Hanan-Thompson (HT) [1] algorithm. Be-
cause the GCC-HT is designed only for dual-
microphone cases, and this paper assumes any micro-
phone array configuration, the GCCs were summed for
each possible pair of microphones. Given only the q1-
th and q2-th microphones and using our notations, the
GCC-HT for dual microphones is given by θ̂S = θĵ
where:

ĵ = argmax
j

∑
k

Φ̂y,q1q2∣∣∣Φ̂y,q1q2

∣∣∣ ψq1q2
1− ψq1q2

Gj,q1
Gj,q2

, (22)

where ψq1q2 =
|Φ̂y,q1q2 |

2

Φ̂y,q1q1
Φ̂y,q2q2

is the coherence between

the microphone signals and Φ̂y,q1q2 is the q1, q2 element
of Φ̂y. Note that the GCC-HT assumes a spatial white
noise field, which is its main disadvantage w.r.t. the
other algorithms that assume a known PSD matrix of
the ambient noise.

2) A DOA estimator obtained by maximization of the
energy of the D&S beamformer output steered to
each possible direction. Using our notations, the D&S-
based estimator is given by θ̂S = θĵ where ĵ =

argmaxj
∑
k g

H
j Φ̂ygj .

3) The single-speaker-assumption-based DOA estimator
given in Sec. III-A.

4) The proposed Frobenius-norm-minimization-based DOA
estimator given in Sec. III-C.

A. Experimental setup

A circular array with a 5 cm diameter consisting of three
microphones at the perimeter and one at the center was used.
Anechoic speech and noise signals were convolved by room
impulse responses (RIRs) produced by an open-source RIRs
simulator 2. The reverberation time was adjusted to T60 = 0.3.
The modelled observed speech and the directional noise were

2The RIRs simulator can be freely downloaded from https://www.audiolabs-
erlangen.de/fau/professor/habets/software/rir-generator.

summed with wanted SNRs before inputting to the algorithms.
To evaluate the DOA estimates with various angular distances
between the speaker and the noise source, the DOA of the
noise was set to various angles while the DOA of the speaker
was fixed to 60o. The length of each simulated recording was
60sec. The sampling frequency was 16 kHz, and the frame
length of the short-time Fourier transform (STFT) was 32 ms
with an 8 ms overlap. The resolution of the candidate DOAs
was β = 5o (J = 72 DOA candidates). The frequency band
300− 3000 Hz was used for the DOA estimation.
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Fig. 1. MAE results for speaker at 60o and various noise source DOA
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Fig. 2. MAE results for SNR=10dB, speaker at 60o, noise source
at 30o and various SNR

B. Results and discussion

The localization algorithms estimate the dominant DOA for
each frame. Given θ̂S produced by each algorithm and the
oracle DOA of the speaker θS = 60o, the MAE is calculated
by:

MAE =
1

M

∑
m

min
(∣∣∣θ̂S − θS∣∣∣ , 360o −

∣∣∣θ̂S − θS∣∣∣) . (23)

The MAEs for SNR=10dB, fixed speaker DOA 60o and
various noise source DOAs are presented in Fig. 1. It can be
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verified that the MAE for the GCC-HT is generally high, apart
from where the speaker and the noise are from the same DOA.
The GCC-HT does not consider the noise PSD, and therefore
implies the most significant DOA (the DOA of the speaker or
the noise source or some average DOA of them). Note that
the GGC-HT enhances any TF bins with high coherence ψ
and thus the noisy TF bins are also enhanced. The D&S has
lower MAE (relative to GCC-HT) because the energy of the
speech is higher than the noise energy (SNR=10dB). The ML-
based DOA estimator has the lower MAE where the speaker
and the noise source are angularly far away, but has a high
MAE when the speaker is close to the noise source because
the ML estimator actually biases the DOA estimate away from
the noise source DOA to where the best posterior SNR at the
output of the MVDR beamformer is achieved. The proposed
Frobenius-norm-based DOA has a constant MAE of 7o in all
cases.

The MAEs for fixed-speaker DOA at 60o, noise-source
DOA at 30o, and various SNR are presented in Fig. 2. It
can be verified that for 20dB ≤ SNR, the GCC-HT and D&S
outperform the ML- and Frobenius-norm-based DOAs because
the speech is significant enough relative to the noise and thus
neglecting the noise is preferable. In 0dB ≤ SNR ≤ 10dB, the
proposed Frobenius norm outperforms the other algorithms,
and in −10dB ≤ SNR ≤ 0dB, all of the algorithms fail.

Example signal of fixed-speaker DOA at 60o, noise-source
DOA at 30o, SNR=10 db and the DOA estimates of the various
algorithms are presented in Fig. 3. It can be verified that both
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Fig. 3. (Up) signals with speaker at 60o, noise source at 30o and SNR=10dB.
(Down) DOA estimates of the various algorithms

the DOA estimates of D&S and the GCC-HT are biased to
the noise-source DOA. The DOA estimates of ML are biased
to other side of the speaker (DOA= 70o − 80o). The DOA
estimates of the proposed Frobenius-norm-based algorithm are
more focused on the oracle speaker DOA.

V. CONCLUSIONS

In this work, a single-speaker DOA localization algorithm
using a microphone array is presented. Multiple possible
speakers were located in each one of a predefined set of candi-
date DOAs. Instead of directly estimating the DOA, the PSDs
of the speakers were mutually estimated and the dominant
DOA was determined by the speaker with the maximal PSD.
The PSD estimation task was employed by minimizing the
Frobenius norm of the matrix-difference between the estimated
PSD matrix of the received signals and the model-matrix
described by the multiple speaker presence. The experimental
study demonstrated the benefits of the proposed Frobenius-
based DOA algorithm in a simulated data set w.r.t. an ML-
based DOA estimator, especially where the speaker is close to
the noise source.
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