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Abstract—In this paper, we introduce a robust approach
for rectangular differential beamforming. We present a 2-D
multistage spatial mean operator which operates independently
on the columns and rows of the observation signals of a uniform
rectangular array (URA). The multistage approach enables high
flexibility: two design parameters, Qc and Qr , set the number
of mean stages in the array columns and rows, respectively.
Then, we design a rectangular differential beamformer and apply
it to the output of the spatial operator. We demonstrate that
the first mean operation improves the white noise robustness
of the resulting beamformer. We focus on the maximum direc-
tivity factor (MDF) and null-constrained maximum directivity
factor (NCMDF) differential beamformers and analyze their
performances in terms of both the white noise gain (WNG) and
directivity factor (DF) measures. We show that the configuration
(Qc, Qr) constitutes a useful mean to mitigate the white noise
amplification of differential beamformers in low frequencies.

Index Terms—Microphone arrays, uniform rectangular arrays
(URAs), differential beamforming, robust beamforming, two-
dimensional (2-D) arrays.

I. INTRODUCTION

Communication and speech signals are often degraded by
undesired noise which may severely deteriorate the function-
ality of systems that involve such signals. To attenuate the
undesired noise, sensor arrays, or beamformers, are often
employed. That is, an array consisting of multiple microphones
is used to simultaneously capture samples in different locations
in space. Among the extensively-studied field of array signal
processing, differential microphone arrays (DMAs) are known
to be particularly suitable for practical applications for the
two following reasons: their physical size is small and their
beampatterns tend to be frequency-invariant [1], [2]. As a
result, DMAs have been widely studied and optimized over
the years [3]–[6].

Recently, there has been a growing interest in differential
uniform rectangular arrays (URAs) [7], [8]. Taking advantage
of the rectangular geometry, such DMAs exhibit a better
beam steering performance than uniform linear arrays (ULAs)
and better directivity than uniform circular arrays (UCAs).
In addition, URA beamformers may be decomposed into
sub-beamformers by employing the Kronecker-product (KP)
decomposition. This allows a significant design flexibility:
the KP decomposition is not unique and each of the sub-
beamformers may be independently designed with respect to
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a different criterion [7]. Nevertheless, high-directivity rectan-
gular differential beamformers tend to be sensitive to white
noise, in particular in low frequencies [9], [10].

In this paper, we introduce a robust approach for rectangular
differential beamforming. We present a 2-D multistage spatial
mean operator which operates independently on the columns
and rows of the observation signals of a URA. Then, we
design a rectangular differential beamformer and apply it to
the output of the spatial operator. We show that the first
mean operation improves the white noise robustness of the
resulted beamformer in a controlled manner, by appropriately
configuring the values of two design parameters, Qc and Qr.

Note that this work and the approach presented in [8]
are closely related. However, the objective of the multistage
differentials in [8] is to improve the array directivity in a
controlled manner, which is attained at the expense of an
increased sensitivity to white noise. By contrast, in this work,
our objective is the opposite as we aim to improve the
white noise robustness. We focus on the MDF and NCMDF
differential beamformers and analyze their performances in
terms of both the WNG and DF measures. We show that the
configuration (Qc, Qr) constitutes a useful mean to mitigate
the white noise amplification of differential beamformers in
the low frequency range.

II. SIGNAL MODEL

Consider a two-dimensional (2-D) microphone URA. Given
the Cartesian coordinate system with microphone (1, 1) as its
origin, the URA is composed of Mx omnidirectional sensors
along the x (negative) axis with a uniform interelement spacing
equal to δx and My omnidirectional sensors along the y
(negative) axis with a uniform interelement spacing equal to
δy. We note that δx and δy are assumed to be small, to comply
with the differential array settings. An illustration of the 2-D
URA studied in this paper is depicted in Fig 1.

We assume that a farfield desired source signal (plane wave),
on the same plane of the 2-D array, propagates from the
azimuth angle, θ, in an anechoic acoustic environment at the
speed of sound, i.e., c = 340 m/s, and impinges on the above
described array. Then, the corresponding steering matrix (of
size Mx ×My) is [1]:

Dθ (ω) =
[
Bθ,1 (ω) aθ (ω) · · · Bθ,My (ω) aθ (ω)

]
= bTθ (ω)⊗ aθ (ω) , (1)
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Fig. 1: Illustration of the studied rectangular microphone array.

where

aθ (ω) =
[

1 e−$θ,x(ω) · · · e−(Mx−1)$θ,x(ω)
]T

(2)

is the steering vector associated with the x axis,

bθ (ω) =
[
Bθ,1 (ω) Bθ,2 (ω) · · · Bθ,My (ω)

]T
=
[

1 e−$θ,y(ω) · · · e−(My−1)$θ,y(ω)
]T

(3)

is the steering vector associated with the y axis,

$θ,x (ω) =
ωδx cos θ

c
,

$θ,y (ω) =
ωδy sin θ

c
,

the superscript T denotes the transpose operator, ⊗ is the KP
operator,  =

√
−1 is the imaginary unit, ω = 2πf is the

angular frequency, and f > 0 is the temporal frequency.
Exploiting (1), the observed signal matrix of size Mx×My

of the URA can be expressed in the frequency domain as [2]:

Y (ω) = X (ω) + V (ω)

= Dθ (ω)X (ω) + V (ω) , (4)

where X (ω) is the zero-mean desired source signal and V (ω)
is the zero-mean additive noise signal matrix.

It is also convenient to express (4) in a vector form. Defining
the steering vector dθ (ω) of length Mx×My, which is formed
by concatenating the columns of Dθ (ω), by:

dθ = bθ ⊗ aθ, (5)

we have

y (ω) =
[

yT1 (ω) yT2 (ω) · · · yTMy
(ω)

]T
= dθ (ω)X (ω) + v (ω) , (6)

where

ymy (ω) =
[
Ymy,1 (ω) Ymy,2 (ω) · · · Ymy,Mx (ω)

]T
= Bθ,my (ω) aθ (ω)X (ω) + vmy (ω) , (7)

for my = 1, 2, . . . ,My. Dropping the dependence on ω to
simplify the notation, we define the covariance matrix of y
by:

Φy = E
(
yyH

)
= φXdθd

H
θ + Φv, (8)

where E(·) denotes mathematical expectation, the superscript
H is the conjugate-transpose operator, φX = E

(
|X|2

)
is the

variance of X , and Φv = E
(
vvH

)
is the covariance matrix

of v. Assuming that the variance of the noise is approximately
the same at all sensors, we can express (8) as:

Φy = φXdθd
H
θ + φV Γv, (9)

where φV is the variance of the noise at the reference
microphone (i.e., the origin of the Cartesian coordinate system)
and Γv = Φv/φV is the pseudo-coherence matrix of the noise.
From (9), we deduce that the input signal-to-noise ratio (SNR)
is:

iSNR =
tr
(
φXdθd

H
θ

)
tr (φV Γv)

=
φX
φV

, (10)

where tr(·) denotes the trace of a square matrix.

III. ROBUST DIFFERENTIAL BEAMFORMING

Let us consider the signal model given in (7). We define
the first-order forward spatial (unnormalized) mean of ymy

(my = 1, 2, . . . ,My) as:

ΣYmy,i = Ymy,i+1 + Ymy,i = Ymy,(1),i, i = 1, 2, . . . ,Mx − 1,
(11)

where Σ is the forward spatial mean operator. Clearly, the
forward spatial mean operator may be applied multiple times.
in general, let q = 0, 1, . . . , Qc, with 1 ≤ Qc < Mx. Let
us represent Σ in a vector/matrix form. By definition, we
write Σ(0) = IMx ,where IMx is the Mx ×Mx identity matrix.
Therefore,

Σ(0)ymy = IMxymy = ymy . (12)

We define the qth-order forward spatial (unnormalized) mean
of ymy as:

ΣqYmy,i = Σq−1
(
ΣYmy,i

)
= Σq−1Ymy,i+1 + Σq−1Ymy,i

=

q∑
j=0

(
q
j

)
Ymy,i+j , (13)

where i = 1, 2, . . . ,Mx − q and
(
q
j

)
is the binomial

coefficient. In a vector/matrix form, (13) is:

Σ(Qc)ymy = ymy,(Qc), (14)

where

Σ(Qc) =


cT(Qc) 0 · · · 0

0 cT(Qc) · · · 0
...

...
. . .

...
0 0 · · · cT(Qc)

 (15)
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is a matrix of size (Mx −Qc)×Mx, with

c(Qc) =

[(
Qc
0

) (
Qc
1

)
(16)

· · ·
(

Qc
Qc − 1

)
1

]T
being a vector of length Qc + 1.

Now, substituting (7) into (13), it can be shown that:

Σ(Qc)ymy = Bθ,myΣ(Qc)aθX + Σ(Qc)vmy

= Bθ,myµ
Qc
θ,xaθ,(Qc)X + vmy,(Qc)

= ymy,(Qc), (17)

where

µθ,x = e−$θ,x + 1, (18)

aθ,(Qc) =
[

1 e−$θ,x · · · e−(Mx−Qc−1)$θ,x
]T

(19)

is the steering vector of length Mx − Qc, and vmy,(Qc) =
Σ(Qc)vmy . In an analogous manner, equations (11)-(19) can
be rewritten with the roles of x and y axes interchanged. That
is, we may average over the rows of Y instead of over its
columns. Define:

µθ,y = e−$θ,y + 1, (20)

bθ,(Qr) =
[

1 e−$θ,y · · · e−(My−Qr−1)$θ,y
]T
, (21)

with 1 ≤ Qr < My. Recalling the matrix form in (4), we may
define:

Y(Qc,Qr) = Σ(Qc)YΣT
(Qr)

= µQcθ,xµ
Qr
θ,y

(
bTθ,(Qr) ⊗ aθ,(Qc)

)
X

+ Σ(Qc)VΣT
(Qr)

. (22)

Applying the (column-wise) vectorization operator, vec[·], to
Y(Qc,Qr), we obtain:

y(Qc,Qr) = vec
[
Y(Qc,Qr)

]
= µQcθ,xµ

Qr
θ,ydθ,(Qc,Qr)X

+
(
Σ(Qr) ⊗ Σ(Qc)

)
v, (23)

where dθ,(Qc,Qr) = bθ,(Qr) ⊗ aθ,(Qc) is a 2-D differential
steering vector of length (Mx − Qc)(My − Qr). We deduce
that the (Mx−Qc)(My−Qr)×(Mx−Qc)(My−Qr) covariance
matrix of y(Qc,Qr) is:

Φy(Qc,Qr)
= φX |µθ,x|2Qc |µθ,y|2Qr

× dθ,(Qc,Qr)d
H
θ,(Qc,Qr)

+ φV
(
Σ(Qr) ⊗ Σ(Qc)

)
Γv

(
Σ(Qr) ⊗ Σ(Qc)

)T
.

(24)

We immediately obtain the WNG and DF between y(Qc,Qr)

and y:

W(Qc,Qr) =
|µθ,x|2Qc |µθ,y|2Qr (Mx −Qc)(My −Qr)

tr
((

Σ(Qr) ⊗ Σ(Qc)

) (
Σ(Qr) ⊗ Σ(Qc)

)T)
=
|µθ,x|2Qc(

2Qc
Qc

) × |µθ,y|2Qr(
2Qr
Qr

) , (25)

D(Qc,Qr) =
|µθ,x|2Qc |µθ,y|2Qr (Mx −Qc)(My −Qr)

tr
((

Σ(Qr) ⊗ Σ(Qc)

)
Γd

(
Σ(Qr) ⊗ Σ(Qc)

)T) .
(26)

where Γd is the pseudo-coherence matrix of the spherically-
isotropic diffuse noise [8].

Next, we would like to apply a differential beamformer
w(Qc,Qr) of length (Mx − Qc)(My − Qr) to the vector
y(Qc,Qr). Then, the beamformer output signal is:

Z(Qc,Qr) = wH
(Qc,Qr)

y(Qc,Qr) = Xfd,(Qc,Qr) + Vrn,(Qc,Qr),

(27)

where Z(Qc,Qr) is the estimate of X ,

Xfd,(Qc,Qr) = µQcθ,xµ
Qr
θ,y

(
wHdθ,(Qc,Qr)

)
X (28)

is the filtered desired signal, and:

Vrn,(Qc,Qr) = wH
(Qc,Qr)

v(Qc,Qr) (29)

is the residual noise, where v(Qc,Qr) =
(
Σ(Qr) ⊗ Σ(Qc)

)
v.

Consequently, the variance of Z(Qc,Qr) is:

φZ(Qc,Qr)
= wH

(Qc,Qr)
Φy(Qc,Qr)

w(Qc,Qr)

= φXfd,(Qc,Qr)
+ φVrn,(Qc,Qr)

, (30)

where

φXfd,(Qc,Qr)
= φX |µθ,x|2Qc |µθ,y|2Qr

×
∣∣∣wH

(Qc,Qr)
dθ,(Qc,Qr)

∣∣∣2 , (31)

φVrn,(Qc,Qr)
= wH

(Qc,Qr)
Φv(Qc,Qr)

w(Qc,Qr), (32)

and Φv(Qc,Qr)
is the correlation matrix of v(Qc,Qr) which is

given by:

Φv(Qc,Qr)
= φV

(
Σ(Qr) ⊗ Σ(Qc)

)
Γv

(
Σ(Qr) ⊗ Σ(Qc)

)T
= φV Γv(Qc,Qr)

. (33)

Ultimately, it is clear that the distortionless constraint is given
by:

wH
(Qc,Qr)

dθ,(Qc,Qr) = µ−Qc
θ,x µ−Qr

θ,y . (34)

Now, let us relate the SNR gains corresponding to w(Qc,Qr).
It is clear from (30)-(32) that the WNG and DF are given by:

W
(
w(Qc,Qr)

)
= |µθ,x|2Qc |µθ,y|2Qr

×

∣∣∣wH
(Qc,Qr)

dθ,(Qc,Qr)

∣∣∣2
wH

(Qc,Qr)
Ξ(Qc,Qr)w(Qc,Qr)

, (35)
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and the DF:

D
(
w(Qc,Qr)

)
= |µθ,x|2Qc |µθ,y|2Qr

×

∣∣∣wH
(Qc,Qr)

dθ,(Qc,Qr)

∣∣∣2
wH

(Qc,Qr)
Γd,(Qc,Qr)w(Qc,Qr)

, (36)

where

Ξ(Qc,Qr) =
(
Σ(Qr) ⊗ Σ(Qc)

) (
Σ(Qr) ⊗ Σ(Qc)

)T
, (37)

Γd,(Qc,Qr) =
(
Σ(Qr) ⊗ Σ(Qc)

)
Γd

(
Σ(Qr) ⊗ Σ(Qc)

)T
. (38)

IV. OPTIMAL ROBUST DIFFERENTIAL BEAMFORMERS

Let us start by considering equation (36). The maximum
DF (MDF) beamformer is derived from:

min
w(Qc,Qr)

wH
(Qc,Qr)

Γd,(Qc,Qr)w(Qc,Qr)

s. t. wH
(Qc,Qr)

dθ,(Qc,Qr) = µ−Qc
θ,x µ−Qr

θ,y , (39)

in which we considered the distortionless constraint. The
solution is therefore given by:

wMDF(Qc,Qr) =
1(

µQcθ,xµ
Qr
θ,y

)∗
×

Γ−1
d,(Qc,Qr)

dθ,(Qc,Qr)

dHθ,(Qc,Qr)Γ
−1
d,(Qc,Qr)

dθ,(Qc,Qr)
. (40)

We now turn to null-constrained version of wMDF(Qc,Qr).
In practice, in order to give a desired shape to a beampattern or
attenuate directional interferences, spatial null constraints may
be required. For example, with N = 2 distinct null constraints
(39) is transformed into:

min
w

wHΓd,(Qc,Qr)w

s. t. CH
(
Σ(Qr) ⊗ Σ(Qc)

)T
w(Qc,Qr) =

 1
0
0

 . (41)

where C is a constraint matrix of size MxMy × 3:

C =
[

dθ dθ1 dθ2
]
, (42)

whose first column is the steering vector in the direction of
the desired signal and the remaining independent columns are
the steering vectors in the directions of the desired nulls. The
resulting null-constrained maximum MDF (NCMDF) beam-
former is given by:

wNCMDF(Qc,Qr) = Γ−1
d,(Qc,Qr)

(
Σ(Qr) ⊗ Σ(Qc)

)
C

×
[
CH

(
Σ(Qr) ⊗ Σ(Qc)

)T
Γ−1
d,(Qc,Qr)

×
(
Σ(Qr) ⊗ Σ(Qc)

)
C

]−1
 1

0
0

 . (43)

TABLE I: The WNG and DF in dB units between y(Qc,Qr)

and y for varying values of (Qc, Qr) and f = 3 kHz. Gray
background color indicates optimal configurations further dis-
cussed in the paper. Simulation parameters: θ = 0o ,Mx = 5,
My = 5, δx = 1 cm and δy = 1.5 cm.

W(Qc,Qr) D(Qc,Qr)

Qr Qr

0 1 2 3 4 0 1 2 3 4

Qc

0 0.0 3.0 4.3 5.1 5.6

Qc

0 0.0 0.2 0.5 0.7 0.9
1 2.7 5.7 6.9 7.7 8.3 1 -0.2 0.0 0.3 0.5 0.7
2 3.6 6.6 7.9 8.6 9.2 2 -0.5 -0.2 0.0 0.3 0.5
3 4.0 7.0 8.3 9.1 9.7 3 -0.7 -0.4 -0.2 0.0 0.3
4 4.3 7.3 8.5 9.3 9.9 4 -0.9 -0.7 -0.4 -0.2 0.0

V. SIMULATIONS

For the purpose of the simulative part of the paper, let us
assume θ = 0o as well as the following URA: Mx = 5,
My = 5, δx = 1 cm and δy = 1.5 cm. To begin with, it
is valuable to evaluate the WNG and DF between y(Qc,Qr)

and y. Recalling equations (25) and (26), we realize that
the optimal configurations are scenario-dependent and are a
function of the rectangular array structure and the desired
signal incident angle. For example, W(Qc,Qr) and D(Qc,Qr)

in our scenario are elaborated in Table I for f = 3 kHz.
Analyzing the results, it is intuitively clear that averaging along
the rows would be more beneficial than averaging along the
columns. That is, the desired signal is, in fact, in broadside
with respect to each ULA along the y axis. Therefore, applying
the mean along the rows resembles the application of a
series of delay-and-sum beamformers (which are known to
be optimal in terms of the WNG) of length 2 to each two
adjacent samples. In addition, we note that in case Qr ≥ Qc
averaging over the rows yields either zero or small positive
values of D(Qc,Qr), in contrast to the the complementary case.
Consequently, we will next focus on the five configurations of
(Qc, Qr) which are marked in gray in Table I.

Next we investigate the WNG and DF performance of
wMDF(Qc,Qr) and wNCMDF(Qc,Qr). We note that the latter is
designed with two distinct nulls in θ1 = 90o and θ2 = −70o.
The results are depicted in Fig 2 and Fig 3, respectively. We
observe that with both beamformers the WNG is improved
upon a (Qc, Qr) configuration change, with a great accordance
to the values of W(Qc,Qr). In particular, it is important to
accentuate the performance gap with f = 1 kHz, a relatively
low frequency to which the human ear is highly sensitive,
but in which high-directivity DMAs tend to exhibit significant
white noise amplification. We observe that wMDF(2,2) is better
than wMDF(0,0) by roughly 10 dB, whereas wNCMDF(2,2) is
better than wNCMDF(0,0) by roughly 5 dB. On the contrary,
we note that as the WNG improves the DF deteriorates,
even though in the selected configurations D(Qc,Qr) is always
non-negative. The reason for that is clear- as the values of
Qc or Qr increase, the length of y(Qc,Qr) decreases. This
results in smaller beamformers with less degrees of freedom
which are optimized with respect to the array directivity.
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(a)

(b)

Fig. 2: WNG and DF measures with the robust MDF dif-
ferential beamformers, wMDF(Qc,Qr), with varying values
of (Qc, Qr). Simulation parameters: Mx = 5, My = 5,
δx = 1 cm and δy = 1.5 cm. (a) WNG and (b) DF.

Nevertheless, even a mild selection of (Qc, Qr), for instance,
(1, 1), improves the WNG by approximately 5 dB, at the
expense of about 1 dB degradation in the DF.

VI. CONCLUSIONS

We have introduced a robust approach for rectangular differ-
ential beamforming. We proposed to employ a 2-D multistage
spatial mean operator which operates independently on the
columns and rows of the observation signals of a URA.
Through two design parameters, Qc and Qr, the multistage
approach enables high flexibility. The design parameters cor-
respond to the number of mean stages of the operator in
the array columns and rows, respectively. Then, we design
a rectangular differential beamformer and apply it to the
output of the spatial operator. We showed that the first mean
operation improves the robustness of the beamformer to white
noise. We focused on the MDF and NCMDF differential
beamformers and analyzed their performances in terms of both
the WNG and DF measures. We showed that the configuration
(Qc, Qr) constitutes a useful mean to mitigate the white noise
amplification of rectangular differential beamformers in low
frequencies, at the expanse of a minor degradation in the array
directivity.

(a)

(b)

Fig. 3: WNG and DF measures with the robust NCMDF
differential beamformers, wNCMDF(Qc,Qr), with varying val-
ues of (Qc, Qr). Simulation parameters: Mx = 5, My = 5,
δx = 1 cm and δy = 1.5 cm. (a) WNG and (b) DF.
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