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Abstract—Audio declipping aims to reconstruct the original
signal from a clipped observed signal. Clipping has a negative
effect on subsequent multichannel processing such as beam-
forming. This is because the channel-wise nonlinear distortion
deteriorates the spatial covariance matrix in the time-frequency
domain. Hence, it is important to consider multichannel audio
declipping that explicitly takes into account the subsequent
audio signal processing. However, most of the existing methods
have been developed for the single-channel case. In this paper,
we propose a joint optimization method for declipping and
beamforming. The multichannel declipped signal and the spatial
filter are jointly optimized to sparsify the output of beamforming.
Our experimental results show the effectiveness of the proposed
method compared to the beamforming with prior declipping.

Index Terms—Multichannel audio declipping, source separa-
tion, sparsity, weighted `1 norm, nonconvex optimization,

I. INTRODUCTION

Clipping is one of the common nonlinear distortions of
audio signals, which is caused by an inadequate dynamic
range of an acquisition pipeline. Specifically, samples of the
signal that exceed the range are replaced by the maximum
or minimum threshold. This nonlinear distortion deteriorates
the perceptual quality [1] and degrades the performance of
subsequent audio signal processing [2]. To address these prob-
lems, various audio declipping methods have been presented,
including the autoregressive-model-based method [3], non-
negative matrix factorization (NMF)–based method [4], deep
neural network (DNN)–based method [5], and sparsity-based
methods [6]–[11]. In particular, the sparsity-based methods
have been intensively studied in recent years to improve the
quality of reconstructed signals [10], [11].

Various electronic devices (e.g., tablets, video cameras, and
smart speakers) acquire multichannel audio signals. Some
applications using these devices, such as audio monitoring,
can receive benefit from declipping. Since declipping allows
them to set a higher gain, audio signals emitted from far
away can be captured with less quantization error. However,
most of the existing methods for audio declipping have been
developed for the single-channel case. In the multichannel
case, the inter-channel dependencies of the signal should
be helpful, and therefore some multichannel methods have
been presented [12], [13]. By leveraging the inter-channel
dependencies, the multichannel methods outperformed single-
channel declipping methods.

Declipping of multichannel audio signals is important for
subsequent multichannel audio signal processing. For instance,
beamforming and dereverberation significantly rely on the

inter-channel dependencies provided as the spatial covariance
matrix and the acoustic transfer function [14]–[17]. Such inter-
channel dependencies are collapsed by channel-wise nonlinear
distortion, and thus declipping is desired. A straightforward
approach is the cascading strategy: declipping is firstly ap-
plied, and then the multichannel audio signal processing is
performed. However, in this strategy, declipping is independent
and does not take into account the objective of the subsequent
multichannel processing. It should be advantageous to perform
declipping and that processing simultaneously.

In this paper, we propose an optimization-based method
for simultaneous declipping and beamforming. As an example
of the multichannel audio signal processing, this paper con-
siders target speech extraction based on beamforming. The
proposed method jointly optimizes the spatial filter and the
declipped signals to sparsify the beamformer output. The
sparsity of speech signals is considered because it is effective
for both declipping [11] and source separation [18]–[20]. We
adopt the proximal alternating direction method of multipliers
(ADMM) [21], [22] for the joint optimization. In our experi-
ment, the proposed method improved the source-to-distortion
ratio (SDR) and source-to-interference ratio (SIR) [23] of the
extracted signals more than those of the cascading strategy.

II. PRELIMINARIES

A. Model of Observed Signal

Let a time-domain signal xm = [xm(1), . . . , xm(L)]T be
observed by M microphones, where m = 1, . . . ,M is the
index of microphones, L is the length of the signal, and (·)T
denotes the transpose. This signal is assumed to be given by

xm(l) = (hm ∗ s)(l) + nm(l), (1)

where hm is the room impulse response (RIR) from the target
speaker to the mth microphone, s is the target signal, nm is
the sum of all interferers observed by the mth microphone,
and ∗ denotes the convolution.

Assuming a hard clipping caused by the limitation of an
acquisition pipeline, the observed signal is expressed as

ym(l) =


η (xm(l) ≥ η)

xm(l) (−η < xm(l) < η)

−η (xm(l) ≤ −η)

, (2)

where η > 0 is the threshold of the hard clipping. In this paper,
we aim to estimate the declipped target signal (hm∗s)(l) from
the clipped audio mixture ym(l).
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B. Single-channel Audio Declipping Based on Sparsity
A sparsity-based audio declipping problem has been typi-

cally formulated as the following optimization problem [8]1:

min
zm

S(G(zm)) s.t. zm ∈ Xm, (3)

where G(·) denotes the short-time Fourier transform (STFT),
S(·) is a sparsity-promoting function such as the `1 norm,
and zm is a declipped signal. In the constraint of (3), Xm
is the set of time-domain signals that satisfy the clipping
consistency [10] defined as follows:

Xm=

zm∈ RL
∣∣∣∣∣∣
zm(l) ≥ η (ym(l) = η)
zm(l) = ym(l) (−η < ym(l) < η)
zm(l) ≤ −η (ym(l) = −η)

. (4)

The original signal can be reconstructed to some extent by
sparsifying the signal under the clipping consistency constraint
because the clipping collapses the sparsity of the original
signal. We refer the reader to survey papers [10], [11] for
more details of audio declipping for the single-channel case.

C. Distortionless Beamforming
Target speech extraction has been performed by beam-

forming, which can be efficiently implemented in the time-
frequency (T-F) domain. Let STFT coefficients of the un-
clipped mixture xm be represented as

χ(t, f) = [G(x1)(t, f), . . . ,G(xM )(t, f)]T, (5)

where G(xm)(t, f) is the (t, f)th entry of the STFT coeffi-
cients of xm, and t = 1, . . . , T and f = 1, . . . , F are the time
and frequency indices, respectively. Beamforming extracts the
target signal by a spatial filter ω(f) = [ω1(f), . . . , ωM (f)]T:

φ(t, f) = ω(f)Hχ(t, f), (6)

where (·)H denotes the Hermitian transpose. One of the most
popular beamformers is the minimum power distortionless
response (MPDR) beamformer [24], which is obtained by
solving the following optimization problem:

min
ω(f)

T∑
t=1

|ω(f)Hχ(t, f)|2 s.t. ω(f) ∈ Af , (7)

where Af is the set of spatial filters that satisfy the distortion-
less constraint,

Af = {ω(f) ∈ CM | ω(f)Hα(f) = 1}, (8)

and α(f) = [1, α2(f), . . . , αM (f)]T is the relative transfer
function (RTF) of the target signal estimated in advance.

Although the MPDR beamformer has been widely used, its
performance may not be superb due to the residual interferers.
To tackle this problem, the sparse distortionless response
(SPDR) beamformer [25] has been presented, where the `1
norm of the extracted signal (i.e.,

∑T
t=1 |ω(f)Hχ(t, f)|) is

minimized for each frequency under the distortionless con-
straint. As a result of exploiting the sparsity of the target
signal, SPDR outperforms MPDR.

1Although the audio declipping problem in (3) was proposed for the single-
channel case [8], we add the subscript m for consistency of this paper. This
sparsity-based method is thus conducted independently to each channel.

III. SIMULTANEOUS DECLIPPING AND BEAMFORMING

In this section, we propose an optimization-based method
for simultaneous declipping and beamforming. Under the con-
straints considered in the single-channel audio declipping and
the distortionless beamforming, the proposed method sparsifies
the output of beamforming via the proximal ADMM.

A. Proposed Formulation

When an M -channel clipped audio mixture (y1, . . . ,yM )
is observed, we can estimate the declipped target signal by a
cascading strategy. First, the channel-wise audio decelipping in
(3) is conducted to estimate a declipped mixture (x1, . . . ,xM ).
Then, the distortionless beamforming in (7) is applied to STFT
of the declipped mixture. However, in this strategy, each of the
unclipped audio mixture xm is assumed to be sparse, which
is not as appropriate as in the single-source case. In addition,
the declipping does not take into account the subsequent
beamforming.

To address these problems, we propose simultaneous de-
clipping and beamforming so that the spatially filtered signal
is sparsified (instead of the mixture). Taking over the clipping
consistency constraint in (3) and the distortionless constraint
in (7), the proposed optimization problem is formulated as

min
(ω(1),...,ω(F ),

z1,...,zM )

T∑
t=1

F∑
f=1

λ(f) |ω(f)Hγ(t, f)|, (9a)

s.t. γ(t, f) = [G(z1)(t, f), . . . ,G(zM )(t, f)]T,

ω(f) ∈ Af , zm ∈ Xm, (9b)

where λ(f) > 0 is a weight calculated in advance. This
optimization problem estimates a declipped signal such that
the output of beamforming is sparse. When the observed
signal is not clipped (i.e., Xm= {xm}), the proposed method
coincides with SPDR2, and thus it can be interpreted as an
extension of SPDR for clipped signals.

The cost function promotes sparsity of the extracted target
signal in the T-F domain by penalizing its weighted `1 norm
in (9a). We define the weight λ(f) as follows:

λ(f) =
ε

ε+ κ(f)/Max(κ(1), . . . , κ(F ))
, (10)

κ(f) = Mean(|φ̂(1, f)|, . . . , |φ̂(T, f)|), (11)

where ε > 0 is a parameter for adjusting the weight, and
Max(·) and Mean(·) return the maximum and mean of the
inputted tuple, respectively. Here, φ̂(t, f) is the target signal
estimated by an existing method. This weight becomes smaller
as the magnitude of the estimated target |φ̂(t, f)| becomes
larger so that components in that frequency are not penalized
so much. We stress that use of the weight in (10)–(11) is
unique to the proposed method that jointly performs declipping
and beamforming.

Our proposed method differs from the existing multichannel
declipping methods [12], [13] in the following two respects.

2The optimization problem of SPDR is independent for each frequency.
Hence, the frequency-wise weight can be omitted in the optimization.
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First, the proposed method uses RTF to handle the inter-
channel dependency of the target signal, while the existing
methods do not use such information. Second, they are based
on models of a multichannel mixture, e.g., structured sparsity
across channels. In contrast, the proposed method assumes the
sparsity only on the target signal and does not require the spar-
sity of interferers. Recently, a joint declipping and separation
method based on nonnegative tensor factorization has been
proposed for a single-channel case [26]. The proposed method
handles a multichannel case and is based on beamforming.

B. ADMM for Solving Optimization Problem in (9)

In the proposed method, the nonconvex optimization prob-
lem in (9) must be solved. To minimize the weighted `1 norm
of the output signal under the constraints, we use the proximal
ADMM [21], [22]. It can handle multiple cost functions
and constraints separately, similar to the typical ADMM [27]
whose effectiveness has been confirmed in various applications
of nonconvex optimization [8], [28]–[31].

To apply the proximal ADMM, we reformulate the opti-
mization problem in (9) to the following form:

min
(ω(1),...,ω(F ),
Γ1,...,ΓM ,Ψ)

Sλ(Ψ) +

F∑
f=1

ιAf
(ω(f)) +

M∑
m=1

ιCm(Γm), (12a)

s.t. ψ(t, f) = ω(f)Hγ(t, f), (12b)

where ψ(t, f) and γm(t, f) are the (t, f)th entries of Ψ ∈
CT×F and Γm ∈ CT×F , respectively, the first term

Sλ(Ψ) =

T∑
t=1

F∑
f=1

λ(f) |ψ(t, f)| (13)

is the weighted `1 norm in (12a), and

ιQ(x) =

{
0 (x ∈ Q)
∞ (x /∈ Q)

(14)

is the indicator function with respect to a set Q. The con-
straints in (9b) are recast into the indicator functions in (12a),
where Cm is the set of STFT coefficients that are obtained
from a signal in the set of clipping consistency Xm [see (4)]:

Cm = {Γm ∈ CT×F | ∃ zm ∈ Xm, Γm = G(zm)}. (15)

With ρ > 0, the augmented Lagrangian of (12) is given by

Lρ(ω̃, Γ̃,Ψ,Θ) = Sλ(Ψ) +

F∑
f=1

ιAf
(ω(f)) +

M∑
m=1

ιCm(Γm)

+

T∑
t=1

F∑
f=1

θ̄(t, f)
(
ω(f)Hγ(t, f)− ψ(t, f)

)
+
ρ

2

T∑
t=1

F∑
f=1

|ω(f)Hγ(t, f)− ψ(t, f)|2, (16)

where Θ ∈ CT×F is a dual variable, ω̃ = (ω(1), . . . ,ω(F )),
Γ̃ = (Γ1, . . . ,ΓM ), and (̄·) denotes the complex conjugate.

By using the augmented Lagrangian given in (16), the
proximal ADMM for (12) can be written as follows3:

Γ̃
[k+1]

← argmin
Γ̃

Lρ(ω̃[k], Γ̃,Ψ[k],Θ[k])

+
β

2

M∑
m=1

∥∥Γm − Γ[k]
m

∥∥2
Fro
, (17)

ω̃[k+1] ← argmin
ω̃

Lρ(ω̃, Γ̃
[k+1]

,Ψ[k],Θ[k])

+
β

2

F∑
f=1

∥∥ω(f)− ω(f)[k]
∥∥2
2
, (18)

φ(t, f)[k+1] ← ω(f)[k+1]Hγ(t, f)[k+1] ∀ (t, f), (19)

Ψ[k+1] ← Tλ
(
Φ[k+1]+

1

ρ
Θ[k]

)
, (20)

Θ[k+1] ← Θ[k] + ρ(Φ[k+1] −Ψ[k+1]), (21)

where β > 0, ‖ · ‖Fro is the Frobenius norm, ‖ · ‖2 is the
Euclidean norm, and k = 1, . . . ,K is the iteration index. The
weighted soft-thresholding Tλ(·) in (20) is given by

Tλ(Ξ)(t, f) = Max
(

1− λ(f)

|ξ(t, f)|
, 0
)
ξ(t, f). (22)

We apply the projected gradient method (PGM) to (17) for
updating Γ̃. Its detail is given in Appendix A. The analytic
solution of the subproblem in (18) can be obtained by solving
the Karush–Kuhn–Tucker (KKT) system. Detail of the updat-
ing formula of ω̃ is given in Appendix B.

IV. EXPERIMENTAL EVALUATION

The effectiveness of the proposed method was evaluated
in target speech extraction from clipped multichannel audio
mixtures. The proposed method (Prop) was compared with
direct beamforming (MPDR, SPDR), cascaded declipping and
beamforming (D-MPDR, D-SPDR), and beamforming applied
to the oracle unclipped mixtures (U-MPDR, U-SPDR).

A. Experimental Settings

As dry source signals of both targets and interferers, ut-
terances from the Voice Conversion Challenge (VCC) 2018
dataset [32] were used4. They were resampled at 16 kHz.
To simulate convolutive mixtures in a rectangular room, the
pyroomacoustics toolbox [34] was used. The room size
was 5.0 m × 3.5 m × 2.5 m, and the reverberation time was
uniformly distributed in [0.2, 0.4] s. A circular microphone
array with 3 channels, whose radius was 10 cm, was located at
the center of the room. The target speaker and one interference
talker were randomly located 1.0 m from the array center.

Each multichannel audio mixture was scaled such that
the maximum magnitude of the whole mixture became 1.0
in the time domain. Then, the mixtures were clipped at
η ∈ {0.1, 0.2, 0.3, 0.5}. For each clipping level, 10 mixtures

3For simplicity, some options of the proximal ADMM are omitted from
(17)–(21). See [21], [22] for details and the condition for convergence.

4The VCC 2018 dataset has been used for evaluation of not only voice
conversion but also multichannel sound source separation [33].
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Fig. 1. Comparison of SDR and SIR of the extracted target signals with differnet clipping levels η. Blue boxes represent the performance of the only
beamforming (MPDR, SPDR), the cascading strategies (D-MPDR, D-SPDR), and the proposed joint optimization (Prop). Red boxes are for MPDR and SPDR
to the oracle unclipped mixtures (U-MPDR, U-SPDR). The central lines indicate the median, and the boxes correspond to the first and third quartiles.

were generated. Target speech extraction was performed for
both of the two utterances in the mixture independently. Thus,
we evaluated 20 extracted signals for each clipping level.

For the cascading strategy, the sparsity-promoting function
for declipping was the `1 norm. We used eigenvalue decom-
position to estimate RTF of the target signal from another
unclipped signal uttered from the same position as the target
speaker. For the proposed method, the weight λ in (10) and the
initial values were calculated by cascading the channel-wise
declipping and MPDR, i.e., D-MPDR. Other parameters were
set to ρ = 1, β = 0.001, and ε = 0.001. The main proximal
ADMM and PGM for updating Γ̃ were iterated at 1000 and
30 times, respectively. STFT was implemented with the 64 ms
Hann window with a 16 ms shift. The performance of target
speech extraction was measured by SDR and SIR [23].

B. Experimental Results

The experimental results are illustrated in Fig. 1. As shown
in the red boxes, SPDR outperformed MPDR in the case
of unclipped mixtures, which indicates the effectiveness of
exploiting the sparsity of the target signal. When η = 0.5
(i.e., clipping level was moderate), both the cascading strategy
(D-SPDR) and the joint optimization (Prop) achieved the
performance similar to that for the oracle case (U-SPDR).
Prop outperformed the other methods when the clipping
was more severe, i.e., η ∈ {0.1, 0.2, 0.3}. This indicates the
effectiveness of the joint optimization. Especially, as the result
of sparsifying the extracted signal, the median of SIR was
improved more than 1.5 dB over D-SPDR when η = 0.1.

V. CONCLUSION

In this paper, we presented a joint optimization method
for declipping and beamforming. In the proposed method,
the multichannel declipped signal and the spatial filter are
optimized to sparsify the extracted signal via the proximal
ADMM. Our experimental results show the effectiveness of

the joint optimization compared to the straightforward cascad-
ing strategy. Our future work includes the joint optimization
method for declipping and blind source separation.

APPENDIX

A. Projected Gradient Method for Updating Γ̃ in (17)

In the proximal ADMM, Γ̃ is updated in (17) by minimizing
the following convex function M[k](·):

M[k](Γ̃) =

M∑
m=1

ιCm(Γm) +
β

2

M∑
m=1

∥∥Γm − Γ[k]
m

∥∥2
Fro

+
ρ

2

T∑
t=1

F∑
f=1

|ω(f)[k]Hγ(t, f)− ν(t, f)[k]|2, (23)

where ν(t, f)[k] = ψ(t, f)[k] − θ(t, f)[k]/ρ. To minimize
M[k](Γ̃), PGM iteratively updates (Γ1, . . . ,ΓM ) as follows:

υ(t, f)← γ(t, f)− µ
(
Π(f)γ(t, f)− ϑ(t, f)

)
∀ (t, f), (24)

Γm ← PCm(Υm) ∀m, (25)

where the (t, f)th entry of Υm is υm(t, f), µ > 0 is a step
size, Π(f) = ρω(f)[k]ω(f)[k]H+βI (I is the identity matrix),
and ϑ(t, f) = ρω(f)[k]ν(t, f)[k] + βγ(t, f)[k]. Here, PCm(·)
is the projection onto the set Cm. Assuming that STFT is a
parseval tight frame [8], PCm(·) is given by

PCm(Γm) = G(PXm
(G†(Γm))), (26)

where G†(·) is the inverse STFT, PXm(·) is given by

PXm
(zm)(l) =

Max(zm(l), η) (ym(l) = η)
ym(l) (−η < ym(l) < η)
Min(zm(l),−η) (ym(l) = −η)

, (27)

and Min(·) returns the minimum of its inputs. PGM in (24)–
(25) is used in each iteration of the proximal ADMM. Note
that the number of iterations for PGM can be small because
the subproblem is allowed to be solved approximately.
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B. KKT System for Updating ω̃ in (18)
According to (18), the spatial filter ω̃ is updated by mini-

mizing the following convex function N [k](·):

N [k](ω̃) =

F∑
f=1

ιAf
(ω(f)) +

β

2

F∑
f=1

∥∥ω(f)− ω(f)[k]
∥∥2
2

+
ρ

2

T∑
t=1

F∑
f=1

|ω(f)Hγ(t, f)[k+1] − ν(t, f)[k]|2, (28)

Considering the KKT conditions for the global minimum, we
obtain the following linear system for each frequency:(

Σ(f) α(f)
α(f)H 0

)(
ω(f)?

%(f)?

)
=

(
ζ(f)

1

)
, (29)

where %(f)?∈ R is KKT multiplier, α(f) is RTF in (8), and

Σ(f) = ρ

T∑
t=1

γ(t, f)[k+1]γ(t, f)[k+1]H + βI, (30)

ζ(f) = ρ

T∑
t=1

γ(t, f)[k+1]ν̄(t, f)[k] + βω(f)[k]. (31)

Since this KKT system is nonsingular, the solution to the linear
system in (29) can be analytically calculated. Then, ω̃[k+1] is
obtained as (ω(1)?, . . . ,ω(F )?).
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