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Abstract—This paper proposes a speech summarization system
for spontaneous speech. The proposed system consists of speech
segmentation, speech recognition, and extractive text summa-
rization modules. We utilize the Transformer architecture for
all modules, enabling us to achieve outstanding performance
by capturing global and local context information from the
sequence thanks to the self-attention mechanism. Furthermore,
we introduce a novel data augmentation method for speech
summarization using the results of speech segmentation and
recognition modules. The proposed data augmentation addresses
each sentence boundary’s ambiguity in spontaneous speech,
making it possible to improve the robustness for speech seg-
mentation and recognition errors. We conduct an experimental
evaluation using the Corpus of Spontaneous Japanese, which
consists of Japanese speech such as lecture and conference talks.
Through the experimental evaluation, we investigate individual
performance and each module’s relationship in terms of text
summarization performance and demonstrate the effectiveness
of the proposed data augmentation method.

Index Terms—Speech summarization, Transformer, data aug-
mentation, extractive summarization

I. INTRODUCTION

Speech summarization is a technique to summarize long
speech as text with a limited number of words. The technique
plays an important role in improving document review, video
content retrieval, automatic meeting content summarization,
etc. With the increase in the demand for online lectures and
telecommunication, speech summarization techniques have
attracted more attention.

Many researchers have studied speech summarization for
various types of speech. The target speech includes telephone
dialogue, meeting conversation [1], broadcast news [2] and
conference talk [3], [4]. However, since these studies have
utilized the manually transcribed text or directly used speech
recognition system outputs as the input for the text summa-
rization system, the evaluation of the relationship between
speech recognition and text summarization performance has
not yet been fully investigated. To reveal the relationship, we
build a speech summarization system by cascading speech
segmentation, speech recognition, and text summarization
modules. These modules are all based on Transformer [5],
whose effectiveness has been shown in various domains [6]—
[8].

One of the critical problems of using deep learning tech-
niques is the lack of training data. With the improvement
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of deep learning techniques, various kinds of text summa-
rization methods have been proposed. Sequence-to-sequence
(82S) encoder-decoder-based methods have demonstrated the
remarkable performance [9], [10]; however, it generally re-
quires a large amount of training data to achieve a reasonable
performance, which is typically difficult to obtain in the speech
summarization scenario. To address this issue, the use of pre-
trained hidden representations based on Transformer [5], [11]
has been attracting attentions [12]-[14], which enables us to
build the text summarization model by utilizing the pretrained
self-supervised Transformer model. Another approach is data
augmentation. Y. Liu et al. [15] have introduced the use of
multiple noise signals such as Gaussian noise, word drop, etc.
A. Magooda et al. [16] have proposed the domain transfer
and data synthesis, generating the training data artificially.
The back-summarization technique has been proposed in [17],
which reverses the process of the summarization. In this paper,
we propose a novel data augmentation method for extractive
text summarization by utilizing the cascade speech summariza-
tion system. The proposed method increases the training data
with the results of speech segmentation and speech recognition
results, enabling us to address the ambiguity of sentence
boundary in spontaneous speech.

The contributions of the paper are summarized as follows:

« We propose a speech summarization system for sponta-
neous speech, which consists of three modules: 1) speech
segmentation module, 2) speech recognition module, and
3) extractive text summarization module. All of the
modules are based on Transformer, which enables us to
achieve remarkable performance by capturing global and
local context information from the sequence thanks to the
self-attention mechanism.

« We propose a novel data augmentation method for speech
summarization to address the issue of the border am-
biguity between utterances in spontaneous speech. The
proposed data augmentation utilizes speech segmentation
and recognition results to generate additional training data
for extractive summarization.

« We conduct an experimental evaluation with the corpus
of spontaneous Japanese (CSJ), consisting of the long
lecture speech. We investigate each component’s perfor-
mance and reveal the relationship between each compo-
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Fig. 1. An overview of the proposed method.

nent in terms of text summarization performance. The
experimental results also demonstrate the effectiveness
of the proposed data augmentation, making it possible
to improve the robustness for speech segmentation and
speech recognition errors.

II. METHOD
A. Overview

Fig. 1 shows an overview of the proposed method. The pro-
posed method consists of three Transformer-based modules: 1)
speech segmentation module, 2) speech recognition module,
and 3) extractive text summarization module.

The speech segmentation module receives unsegmented
long speech and split it into each utterance. We use an end-
to-end (E2E) neural diarization model called EEND [18] as
the speech segmentation module. If the target speech consists
of several speakers like an interview, this module works as a
speaker diarization. If the target speech includes only a single
speaker, such as a lecture, this module works as a simple voice
activity detection (VAD).

The speech recognition module receives the segmented
utterances and converts each utterance into a sentence. We use
an E2E speech recognition model based on the hybrid model
of the connectionist temporal classification (CTC) [19] and
the attention-based encoder-decoder [20], called joint CTC-
attention [21], as a speech recognition module.

The extractive summarization module chooses the impor-
tant sentences from the text consisting of the recognized
sentences. As the extractive summarization module, we use
BERTSUM [12], which utilizes the self-supervised learning
model BERT [11] for the text summarization. The module
performs binary classification of each sentence and constructs
the summary to be the desired summary rate. In the following
sections, we explain each module in detail.

B. Speech segmentation

The speech segmentation module consists of an input linear
layer, a few Transformer blocks, and an output linear layer
with a Sigmoid activation function [18]. We extract log
Mel-spectrogram from the unsegmented speech. The Mel-
spectrogram is spliced with the previous frames and sub-
sequent frames and then subsampled to reduce the length,
allowing the long speech to be used as the inputs. The
speech segmentation network receives the inputs and performs

a binary classification of the target speaker’s presence. The
number of outputs depends on the type of target speech. For
example, if the target speech is like an interview session, the
target speakers are two (interviewer and interviewee). If the
target speech is the lecture speech, the target speaker is one.
The model is trained to minimize the binary cross-entropy with
a permutation free loss [22].

C. Speech recognition

The speech recognition module consists of a 2D-
convolutional layer, a Transformer encoder, a Transformer
decoder, and a CTC branch [6]. The 2D-convolutional layer
receives a log Mel-spectrogram extracted from the segmented
speech and performs subsampling by stridden convolutions.
The subsampled hidden sequence is inputted into the Trans-
former encoder to get the hidden representation sequence,
which considers the input sequence’s local and global context.
Finally, the decoder and the CTC branch perform decoding
with the encoder hidden sequence by a beam-search using
a joint CTC-attention decoding [21]. The entire model is
optimized with the multi-task learning objective function,
which is the sum of the CTC loss function and the attention
loss function.

D. Text summarization

The text summarization module consists of the BERT
and additional Transformer blocks and a linear layer with a
Sigmoid activation function to perform the binary classifica-
tion [12]. The tokenizer converts the text consisting of the
recognized sentences into the token sequence. The special
symbols are added to the front and the end of each sentence.
We extract three embeddings from the token sequence: 1)
token embedding, 2) positional embedding, and 3) interval seg-
ment embedding. BERT receives the sum of these embeddings
as the inputs and outputs the hidden representation sequence.
Then, we extract the hidden representation corresponding to
[CLS] and then construct the hidden representation subse-
quence of [CLS] symbols. The subsequence is inputted into
the additional Transformer blocks, and finally, the linear layer
with Sigmoid performs a binary classification to determine
the important sentence in the text. The model is optimized to
minimize the binary cross-entropy.

III. DATA AUGMENTATION

The extractive text summarization gives us a concrete sum-
mary even with a limited amount of training data; however, it
assumes that each sentence in the text has a clear boundary. In
general, the target of text summarization is well-formatted text,
such as news articles and scientific papers, and therefore, each
sentence in the text is separated clearly. On the other hand,
our target is spontaneous speech, and therefore the utterance
boundary will be ambiguous, affecting the extractive sum-
marization’s performance. Furthermore, each sentence might
include recognition errors.

To address the above issues, we propose the data aug-
mentation for the extractive text summarization with speech
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Fig. 2. The proposed data augmentation procedure.

recognition results using different speech segmentation results.
The proposed data augmentation is illustrated in Fig 2. First,
we generate speech segments with various lengths by the
speech segmentation module with different M threshold pa-
rameters. Second, we recognize these segments by the speech
recognition module, obtaining the text consisting of different
length sentences. Then, we decide the important sentences by
the greedy selection, which chooses the sentences to maximize
the ROUGE score [23] using the ground-truth summary text.
Finally, we use both the original text and recognized text with
different segmentation results as the training data for the ex-
tractive summarization, increasing M + 1 times larger than the
original training data. It is expected that this data augmentation
enables us to improve the robustness to recognition errors and
various speech segmentation results.

IV. EXPERIMENTAL EVALUATION
A. Experimental condition

We conducted an experimental evaluation using the corpus
of spontaneous Japanese (CSJ) [24]. The dataset consists of
the training set, including 3,212 spontaneous speech of lecture
and conference talks, and three evaluation sets (evall, eval2,
and evel3), each of which includes ten spontaneous speech.
All speech was recorded with 16 kHz and 16 bit. Each
spontaneous speech includes the ground-truth of segmentation
information and text, but only 168 speech of the training set
and the evaluation sets include the ground-truth summary. We
used 3,212 speech to train speech segmentation and the speech
recognition modules and 168 speech to train extractive text
summarization module. The ground-truth summary includes
two kinds of summaries with different summary rates: 10%
and 50%. Each summary was created by several annotators,
including 3-4 kinds of summarized text. We used the summary
of 10% summary rate as the ground-truth summary. Since
the evaluation sets consist of a single speaker’s spontaneous
speech, the number of target speakers in the speech segmen-
tation was set to one. The training condition of each module
is as follows:

Speech segmentation: To build the speech segmentation
module, we used an open-source repository EEND'. We
extracted 23-dimensional log Mel-spectrogram spliced
with the previous and subsequent seven frames and
then subsampled by a factor of ten, resulting in 345-
dimensional inputs with the length of 7/10, where T
represents the number of the original frames. From the
preliminary experiments, we decided to use the same
network parameters as those of the original paper [18]:
the number of the Transformer blocks and attention heads
were set to two and four, respectively. The network
parameters were optimized by the Adam algorithm with
the warm-up scheduler [5]. The warm-up steps were set to
25,000. After thresholding the network output represent-
ing posterior probabilities of speech/non-speech, an 11-
th order median filter was applied to the obtained binary
sequence to prevent generating very short segments.

Speech recognition: To construct the speech recognition
module, we used an open-source E2E speech processing
toolkit ESPnet [25]. We followed the CSJ recipe of ES-
Pnet2 (egs2/csj/asrl). The input was an 80-dimensional
Mel-spectrogram. The number of encoder blocks, decoder
blocks, attention heads were set to 18, six, and eight,
respectively. The optimizer setting was the same as the
speech segmentation module. To boost up the recognition
performance, we used the speed perturbation with the fac-
tor of 0.9 and 1.1 and SpecAug [26] during the training.
We used joint CTC-attention training and decoding, and
the alpha of multi-task learning and CTC weight in the
decoding were set to 0.3.

Text summarization: We used the pretrained BERT-base
model trained with Japanese wikipedia®. The tokenizer
was MeCab with the IPA dictionary, followed by Sen-
tencePiece [27]. For the additional Transformer encoder,
the number of the blocks and their attention heads were
set to two and eight, respectively. The network was
optimized with the same optimizer and scheduler as the
other modules with a smaller learning rate of 0.05 and
shorter warm-up steps of 10,000. Since the length of
positional embedding in the pretrained BERT was limited
to 512, we split the long text into a set of chunked text.
In the inference, we sort scores of all sentences in the
text and then select the important sentences from the top
not to exceed 10% of the number of sentences in the text.

B. Experimental results

First, we focus on the results of speech segmentation and
speech recognition modules. Table I summarizes the speech
segmentation and speech recognition results, where “Thresh-
old” represents the threshold value of the speech segmentation
module, which is in the range of [0, 1], “DER” represents the
diarization error rate, “CER” represents the character error
rate, and “Length” represents the average length of segmented

Uhttps://github.com/hitachi-speech/EEND
Zhttps://github.com/cl-tohoku/bert-japanese
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TABLE I
Experimental results of speech segmentation and speech recognition. The
successive values in “DER” and “CER” represent the score for evall,
eval2, and eval3 sets, respectively. The values in “Length” represent the
mean and standard deviation of the speech segments.

Threshold DER [%] CER [%] Length [sec]
GT N/A 49/37/39 N/A
0.1 19/13/71.7 63/43/4.7 8.1+70
0.2 1.6/1.1/13 64/441/50 74 + 6.6
0.3 1.5/1.0/1.1 6.5/44/5.1 70 + 6.4
0.4 1.5/097/70.8 6.5/45/53 6.7 £ 6.2
0.5 1.5/0.8/0.8 6.6/46/55 6.4 + 6.1
0.6 1.5/0.7/0.8 6.7/47157 6.2 + 5.9
0.7 1.5/0.8/0.8 6.8/49/59 6.0 £ 5.7
0.8 1.6/0.8/1.1 70/50/63 57+54
0.9 31/95/128 83/124/195 47 £ 4.4

utterances with the standard deviation. The results showed that
using a higher threshold in the speech segmentation module
made the shorter segments, resulting in a larger number of
sentences from the input speech. On the other hand, using a
lower threshold in the speech segmentation module made the
longer segments, resulting in a smaller number of sentences.
In terms of DER, around 0.5 is the best for the threshold,
but a lower threshold (i.e., longer segments) brought better
CER than a higher threshold. One of the reasons for this
behavior is that the speech recognition module can use more
context information in the sentence if the longer segments are
provided. However, since the self-attention module requires
the computational const O(N?), where N is the sequence
length, the use of longer segments made the decoding slower.

Next, we focus on the results of text summarization. To
check the effectiveness of the proposed data augmentation
method, we compared the following models:

Oracle: The oracle score calculated by the greedy selection
with ground-truth summaries.

BERTSUM: The BERTSUM [12] model trained with only
the original training data (the ground-truth text).

All TR.: The proposed all Transformer model trained with
the recognized text produced by the speech segmentation
(threshold = 0.5) and the speech recognition modules
instead of the ground-truth text.

All TR. + AUG: The proposed model trained with the
proposed data augmentation method. We used M = 9 for
the data augmentation with threshold values from 0.1 to
0.9, resulting in ten times larger than the original training
data.

The other training conditions were the same among the
above models. Table II shows the text summarization results,
where “R-17, “R-27, “R-3”, and “R-L” represent ROUGE-
1, ROUGE-2, ROUGE-3, and ROUGE-L F-measure score,
respectively. ROUGE-N (N = {1, 2, 3}) F-measure represents
an F-measure of N-grams between the output and reference
summaries and ROUGE-L represents that of the longest

TABLE II
Experimental results of the text summarization module.

Method R1 R2 R3 RL
Oracle 625 39.0 295 456
BERTSUM 450 182 112 219
+ GT seg. + SR 436 162 94 210
+SS seg. (0.1) + SR 429 162 91 218
+SS seg. (0.3) + SR 440 163 93 216
+ S seg. (0.5) + SR 451 17.1 103 206
+SS seg. (0.7) + SR 426 148 82 203
+SS seg. (0.9) + SR 427 160 93 201
ALL TR. (Ours) 440 165 94 204
+ GT seg. + SR 423 149 81 199
+SS seg. (0.1) + SR 421 146 82 201
+SS seg. (0.3) + SR 429 156 90 205
+SS seg. (0.5) + SR 435 154 84 206
+SS seg. (0.7) + SR 438 162 92 207
+ SS seg. (0.9) + SR 431 156 87 205
ALL TR. + AUG (Ours) 455 197 12.6 21.8
+ GT seg. + SR 451 185 111 207
+SS seg. (0.1) + SR 439 173 105 212
+SS seg. (0.3) + SR 450 184 116 219
+SS seg. (0.5) + SR 452 185 114 208
+SS seg. (0.7) + SR 438 178 109 205
+SS seg. (0.9) + SR 422 164 99 199

matching sequence of words in the summary [23]. The first
row in each segment represents the score using ground-
truth text. “+ GT seg. + SR” represents the score using the
recognized text for the inference instead of the ground-truth
text. The recognized text was created by using the ground-
truth speech segments and the speech recognition module. “+
SS seg. + SR” also represents the score using the recognized
text of those segments predicted by the speech segmentation
module. The value in parentheses represents the threshold
value of the speech segmentation module.

From the results in Table II, ALL TR. (Ours) gave a
better performance than BERTSUM in the higher threshold
conditions but worse in the cases of lower threshold or using
ground-truth. Since Table I shows the higher threshold gave
worse CER, ALL TR. assumed the existence of recognition
errors, and therefore, it degraded the performance for the
ground-truth text, which does not include recognition errors.
On the other hand, ALL TR. + AUG (Ours) brought consistent
improvement for most of the input conditions, improving the
basic performance and the robustness to the recognition errors.

However, there was a big gap between the oracle score.
The main reason for this big gap was the limited amount of
training data. Even if we used the proposed data augmentation
method, the number of the training text is less than 2,000,
much smaller than the dataset for text summarization such as
CNN daily mail [28]. To address this issue, we will consider
unsupervised data augmentation based on information criterion
or graph analysis to utilize a large amount of text without a
summary for extractive summarization in future work.

Focusing on the difference of threshold values in ALL TR. +
AUG (Ours), the lower threshold value (i.e., longer sentences)
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did not always improve the ROUGE score, even if the CER
was better. This implied that there is a suitable sentence
length for extractive summarization, and we have room for
improvement by feedback from the text summarization output
to the speech segmentation module. We will consider the
feedback method in future work.

V. CONCLUSION

This paper proposed the Transformer-based speech sum-
marization method for spontaneous speech. To address the
boundary ambiguity issue, we proposed a novel data augmen-
tation method using the results of speech segmentation and
speech recognition modules. From the experimental results
with CSJ, we investigated the relationship of each component’s
performance and revealed the effectiveness of the proposed
data augmentation method in various input conditions. In
future work, we will consider each module’s joint training,
the data augmentation method using the training data without
the ground-truth summary, and investigate the performance on
the other types of the dataset.
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