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Abstract—In recent years there has been a considerable rise in
interest towards Graph Representation and Learning techniques,
especially in such cases where data has intrinsically a graph-
like structure: social networks, molecular lattices, or semantic
interactions, just to name a few. In this paper, we propose a novel
way to represent an audio signal from its spectrogram by deriving
a graph-based representation which can be then employed by
already established Graph Deep-Neural-Networks techniques. We
evaluate this approach on a Sound Event Classification task by
employing the widely used ESC and Urbansound8k datasets and
compare it with a Convolutional Neural Network (CNN) based
method. We show that such proposed graph-based approach
is extremely compact and used in conjunction learned CNN
features, allows for a significant increase in classification accuracy
over the baseline with more than 50 times less parameters than
the original CNN method. This suggests that, the proposed graph-
based features can offer additional discriminative information on
top of learned CNN features.

Index Terms—Sound Event Classification, Graph Representa-
tion Learning, Graph Neural Networks, Convolutional Neural
Networks.

I. INTRODUCTION

Sound Event Classification (SEC) consists in the automatic
recognition of different sound events and has a wide range
of applications among different domains, ranging from Au-
tonomous driving, wearable devices, Human-Computer In-
terfaces for people with hearing impairments [1], home au-
tomation [2], surveillance systems [3], hazardous environment
monitoring or as a part of Acoustic Scene Recognition [4].

The SEC problem has been historically first approached
with classical machine learning algorithms like Gaussian
Mixture Models (GMM) [5], Support Vector Machines [6],
Hidden Markov Models [7], using handcrafted features, such
as MFCC coefficients [8], Mel and log-Mel filterbank features,
gammatone coefficients [9] and wavelet features [10].

A significant growth in automatic recognition accuracy
has been achieved by using Deep Neural Network (DNN)
based methods. Among these methods the most successful use
Convolutional Neural Networks (CNN) [11]–[14] classifiers,
on either spectrogram-based features [11]–[13] or directly
from the raw waveform [14].

In this paper, we propose a novel graph-based representation
of an audio signal inspired by recent successes in image
classification [15], [16]. Hereafter, we present a radically
different method from [15], [16] which allows to extract a
graph-based representation from an audio signal enabling the
use of Graph-Neural-Networks (GNNs) methods.

Starting from the log-scaled Mel spectrogram we propose
to build a graph with heuristic rules defining its basic el-
ements: Nodes, Edges and corresponding Attribute vectors.
This representation allows us to apply GNN-based supervised
learning methods, which have been introduced recently for
inherently graph-structured data such as social network inter-
actions [17] and Chemical graph-structured data [18]. To the
authors knowledge, this is the first work in which a graph-
based representation together with GNNs are applied in the
audio classification domain.

This paper is organized as follows: in Section I-A GNNs
and graphs are briefly introduced. Following, in Section II we
explain in detail the proposed approach, and then in Section
III and IV we describe respectively the datasets used and the
neural architectures employed in the experiments. We present
and discuss the experimental results in V and finally in VI we
draw conclusions and outline possible future work.

A. Graphs and Graph Neural Networks

Graphs are data structures widely used in many scientific
fields due to their ability to provide a “natural” way to
represent information in many contexts.

Basic elements of a graph, Nodes and Edges (intercon-
nections) are defined heuristically from prior knowledge of
the problem faced, and can strongly depend on its domain.
However, the absence of an Euclidean structure makes graphs
challenging to process using DNNs in a conventional way.

For this reason, specific Learning-on-graph techniques have
been developed, historically with the aim to generate knowl-
edge models, extracting informations from node attributes,
edge attributes and graph topology [19]. Early studies on
this field involve the application of recurrent structures on
acyclic directed graphs and fall into the category of recurrent
graph neural networks (RecGNNs [20]). Subsequently a large
number of methods were developed to formalize the concept of
graph convolution: spectral-based convolutional GNNs (Con-
vGNNs [21]) use the Fourier transform on the graph Laplacian
Matrix and spatial-based ConvGNNs [18] exploit topological
connections through the message passing mechanism between
nodes. Further developments led to Graph Autoencoders GAEs
[22], unsupervised methods for graph generation and embed-
ding, and Spatial-Temporal Graph Neural Networks (STGNNs
[23]) for time dynamic graphs. Typical problems addressed by
GNNs fall into the categories of Node classification, Graph
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Fig. 1. Log-Mel spectrogram of an audio clip from Urbansound8k dataset, “dog bark” category, (a), segmented version (b) and exploded view (c).

classification, Node prediction, Link prediction, Clustering and
Node/Graph similarity detection.

II. PROPOSED METHOD

In the proposed method we build a graph whose informative
elements (nodes, edges and their attributes) are derived from
the log-Mel scale spectrogram of a signal using an image
processing approach. A segmentation procedure is performed
over the log-Mel representation to isolate several different
graphical entities we call regions. Each of these entities are
then associated with a node in the graph. In our preliminary
experiments we found out that most commonly segmentation
methods used in image processing (like superpixel segmen-
tation with N-cut [24] or SLIC [25] algorithm) perform very
poorly if applied directly to spectrograms, due to the lack of
both color depth and sharp edges. We instead use a Level-
Set method [26] to define level curves which enclose regions
with constant acoustic energy. In order to reduce the amount
of resulting regions, and thus the number of nodes, before the
segmentation step a 2D Gaussian filter with squared kernel
is used to obtain a smoothed version of the log-Mel spectra.
After smoothing the log-Mel spectrogram range is normalized
to [0, 1] range. Figure 1 shows a log-Mel scale spectrogram
belonging to a clip extracted from Urbansound8k dataset (a)
and its smoothed and segmented version, (b) and (c).

We denote with x(t, f) the normalized and smoothed log-
Mel spectra, where 0 ≤ f < F and 0 ≤ t < T are the Mel
band and frame indexes and F and T are the total number of
Mel bands and frames. Regions are extracted by considering
a finite set of K thresholds τ = [τ1, . . . , τK ], with each
threshold τi ∈ (0, 1). Level-sets are then extracted applying
a function to the normalized log-Mel spectrogram defined as
follows:

f (x(t, f), τi) =

{
0 if x(t, f) ≤ τi
1 if x(t, f) > τi

. (1)

This step returns a set of K + 1 discrete levels as it can be
seen in Figure 1 (c) where, for example, 10 levels in which the
acoustic energy falls above a certain threshold are identified.

As defined in Equation 1, each log-Mel spectra level is
a binary matrix, it is thus possible to apply a trivial image
segmentation procedure to isolate regions for each level. In
detail, we can isolate each region I (t; f), by taking each

maximally contiguous area where f(x(t, f), τi) = 1; in Figure
1 (c) for example, there are 4 different regions in the third level
from the top. This segmentation procedure can be implemented
very efficiently using dynamic programming.

A. Node Attributes and Graph Edges

Regions arising from the segmentation step are assigned to
graph Nodes which are characterized through attributes encod-
ing each region geometric shape and position. These attributes
are derived from the ith and jth order image moments Mi,j ,
central moments µi,j , and covariance matrix cov [I (t; f)] of
the region I (t; f). The ith and jth order image moments are
defined as:

Mij =
∑
t

∑
f

tif j · I (t; f) , (2)

where, as before, t and f denote the frame and Mel band
indexes (x-y image coordinates), while the corresponding
central moments:

µij =
∑
t

∑
f

(t− tc)i (f − fc)j · I (t; f) , (3)

where tc and fc are the region centroid along frame axis
and Mel band axis, defined as:

tc =
M10

M00
, fc =

M01

M00
. (4)

The covariance matrix is obtained from the central mo-
ments:

cov [I (t; f)] =

[
µ20/µ00 µ11/µ00

µ11/µ00 µ02/µ00

]
=

[
µ′20 µ′11
µ′11 µ′02.

]
(5)

In this work we use eight attributes defined as follows:
• Area (which corresponds to moment M00).
• Perimeter (corresponding to the moment M00 of the

region boundary).
• The centroid spatial coordinates, tc, fc, and zc (along

level axis).
• Orientation, defined as the angle θ between major axis

and the vertical axis of an ellipse with the same image
moment of the region. It can be obtained from the
covariance matrix elements:
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θ =
1

2
arctan

(
2µ′11

µ′20 − µ′02

)
(6)

• Eccentricity E, defined as the ratio between focal distance
and the semi-major axis of an ellipse with the same
image moment of the region. It can be obtained from
the eigenvalues λi of the covariance matrix:

E =

√
1− λmin

λmax
(7)

• Solidity, which encodes if the shape is convex or concave
and is defined as the ratio between the area of the region
and the area of a convex hull, the smallest polygon
enclosing the region.

Edges of graph are defined by the following empirical rule:
two nodes i, j, each corresponding to regions Ii(t, f) and
Ij(t, f) are connected if they intersect Ii(t, f) ∩ Ij(t, f) 6= ∅.
Edges orientation are based on the relative levels of the
two regions: from lower to higher. A directed graph is thus
obtained. Other criteria to define edges were explored but led
to worse performance.

Fig. 2. Graph originated from Fig. 1 spectrogram

III. DATASETS

We evaluate the performance of the proposed method using
two datasets widely employed for SEC: ESC10 which is a
subset of the wider ESC50 collection [27], and Urbansound8k
[28]. We describe them thereafter.

A. ESC10

ESC10 consists in 400 audio clips, grouped in 10 classes.
Each clip has a duration of 5 seconds and is sampled at
44100 Hz. Due to the scarcity of audio clips we applied the
same data augmentation technique to be directly comparable
with [27], using pitch shift, time stretch and time shift trans-
formations.

B. Urbansound8k

Urbansound8k is composed by 8732 registrations of ur-
ban environmental sounds, grouped in 10 classes. Clips on
Urbansound8k have different lengths and different sampling
frequencies, so a resampling to 22050 Hz and a zero padding
in time is performed.

IV. EXPERIMENTAL SETUP

To evaluate the efficacy of the proposed graph-based rep-
resentation we considered two different DNN classification
approaches for each dataset:
• Graph-only (GNN), in which only the proposed graph-

based features are used and a GNN is employed for
classification.

• Hybrid (GNN+CNN), in which the graph-only approach
is combined using a stacking ensemble approach with
more standard CNN-based features extracted from log-
Mels. The two high-level features are then combined
using a Multi-Layer-Perceptron (MLP).

We compare these two approaches with a state-of-the-art
CNN-based architecture proposed in [11]. More in detail, we
use the short-segment majority voting architecture from this
latter work as our baseline system (CNN) as well as for the
Hybrid (GNN+CNN) approach. This model takes in input the
log-Mel spectra of the audio signal and processes it with a
cascade of 2D convolutional layers with Rectified Linear Unit
(ReLU) activations followed by two fully connected layers
with ReLU non-linearity and an output linear layer. 60 Log-
Mel bands are employed with a window of 1024 samples and
50% overlap. All networks are trained to convergence by using
early stopping and halving the learning rate if no improvement
is observed for 5 epochs.

A. Graph-only

The GNN employed in this work belongs to the category
of Message Passing Neural Networks (MPNN) [18], [29]
which are composed of several graph convolutional layers
(GNNConv). The architecture is depicted in Figure 3. Each of
the GNNConv layers transform the input graph into another
one with same topological structure but whose nodes have an
higher dimensional feature vector. GNNConv is defined as:

x′i = Θxi +
1

|N (i)|
∑

j∈N(i)

xj ·hΓ (ei,j) (8)

where xi is the input node, Θ is a learnable I × C linear
transformation, and hΓ is a non-linear transformation with Γ
learnable parameters (here we use a MLP with ReLU), fed
with the node distances ei,j between node i and its neighboring
nodes N (i).

After every GNNConv layer, an Exponential Linear Unit
(ELU) activation is applied and the graph is shrunk through
a graph-level pooling phase applied on clusters of two nodes,
as paired by the Graclus algorithm [30]. The last layer rejects
the informative content of the graph structure by keeping only
node attributes (node-level pooling) which are then embedded
in a single vector describing the whole graph (global-pooling).
Finally, a MLP with one hidden layer and ReLU activation, is
used to obtain class logits.

We used PyTorch Geometric library [31] for the implemen-
tation. Each GNNConv layers has 32 channels C for Θ and
each MLP has an hidden size of 64. The readout MLP has an
hidden size of 128. We use for training Adam optimizer [32]
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Fig. 3. GNN architecture used in both Graph-only and Hybrid approaches.

with a batch size of 32 and a learning rate of 0.001. For ESC10
we use 2 layers of GNNConv and 3 layers for Urbansound8k.

B. Hybrid

In the Hybrid approach we combine the high-level graph-
based features extracted with the MPNN described in previous
Section, with high-level CNN extracted features in a stacking
ensemble fashion. Regarding the CNN, we use the same
architecture as in [11], which is also our baseline model.

Here, we consider for this hybrid approach only the top
convolutional layers of the baseline CNN architecture [11] and
concatenate the embeddings as extracted from such layers with
the one obtained by the MPNN before the readout MLP. This
hybrid representation is fed to an MLP and then to a linear
output layer which outputs class logits. This architecture is
depicted in Figure 4.

We re-use the pre-trained MPNN from Graph-only ap-
proach as well as pre-trained CNN layers obtained by a re-
implementation of the network from [11]. In the training phase
only the fusion MLP and the output layer are updated, the
CNN and GNN branches are kept freezed. We use Stochastic
Gradient Descent optimizer with Nesterov momentum, batch
size 64 and learning rate of 0.001. The fusion MLP has 1024
hidden neurons and ReLU activation.

Fig. 4. Hybrid GNN-CNN ensembling scheme

V. RESULTS

In the following, we report and discuss the results obtained
by the previously defined Graph-only and Hybrid classifiers.
To be comparable with [11], we calculate Accuracy by using
5-fold cross-validation for ESC10 and 10-fold cross-validation

TABLE I
TOTAL LEARNABLE PARAMETERS FOR DIFFERENT STRUCTURES

ESC10 Urbansound8k

CNN 26M 26M

GNN 84K 152K
GNN+CNN 369K 437K

for Urbansound8k. In both cases, the fold partitions are the
same defined by the dataset guidelines. We give the neural
networks trainable parameters counts in Table I and report
Accuracy in Table II as well as in Figure 5 were we show box-
plots. In Table II we highlight in bold best results validated
through a Paired Student t-test [33] with a confidence level
of 95% performed on 10 different runs (10 different folds for
Urbansound8k and 10 for ESC10).

It can be observed that the Graph-only approach (GNN)
has overall less accuracy than the CNN-based approach, with
a significant difference especially for Urbansound8k which is
more noisy. On the other hand, this classifier has more than
100 times less the number of parameters and, moreover the
size of proposed graph-based features is significantly lower
than the log-Mel features. In fact, for an ESC10 audio clip the
full size of log-Mels as employed in [11] is 25840 while for the
proposed graph-based features only 30 nodes (on average on
ESC10) are extracted, with each node having 8 scalar features
as described in Section II. Thus the proposed representation
is extremely compact and this can explain the difference in
performance.

Nonetheless, these very compact features are able to bring
considerable improvement when combined with the CNN
features in the Hybrid (GNN+CNN) approach. This Hybrid
model is still considerably smaller than the CNN baseline due
to the use of a small fusion MLP. This result suggests that the
proposed graph-based approach is able to supply additional
discriminative information with respect to CNN learned fea-
tures, despite the modest size of proposed representation.

TABLE II
OVERALL CLASSIFICATION ACCURACY FOR 5-FOLDS (ESC-10) AND

10-FOLDS (URBANSOUND8K).

Method ESC10 Urbansound8k

CNN [11] 0.775 0.700

GNN 0.737 0.635
GNN+CNN 0.800 0.730

VI. CONCLUSIONS

In this work we presented a novel method which allows
to represent the information contained in the log-scaled Mel
spectrograms through a graph using a segmentation step
based on constant energy level curves and image processing
techniques. This graph-based representation is remarkably
dense and suitable for resource constrained device and edge-
computing devices. The proposed approach is applied to a
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Fig. 5. Box plots for classification Accuracy for the baseline (CNN) and the
proposed configurations (GNN, GNN+CNN), for ESC10 dataset (left) and
Urbansound8k dataset (right).

Sound Event Classification task using two real-world datasets
and compared with a state-of-the-art CNN based model.

We found that although the proposed graph-based repre-
sentation is not able to compete with current state-of-the-art
CNN-based models, due to its modest size, it is able to offer
additional discriminative capability when used in conjunction
with standard CNN learned features, significantly boosting
performance and allowing to reduce drastically the size of the
network.

Future work includes exploring different GNN models
that could potentially further improve both the computational
footprint and performance as well as devising a method for
learning to extract the graph-based representation without
relying on any a-priori assumption.
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