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Abstract—For the automation of maintenance of mechanical
facilities and devices, anomalous sound detection from machines
has been explored. For these years, methods by machine learning
and deep learning have been proposed for anomaly detection
in various fields. Some deep-learning-based works calculate an
anomaly score based on reconstruction errors obtained from
an autoencoder model. However, the performance may not be
sufficient, depending on characteristics of machines. In this study,
we propose a method for detecting anomalous sounds using an
autoencoder model with an attention-based mechanism. Given
multiple frames of the log-scale mel spectrogram with a missing
frame, our model computes the reconstruction error between
an predicted frame and the removed frame as an abnormal
score. We conducted experiments to compare our scheme to
conventional ones, with visualizing attention weights. Our method
achieved better performance, and it is found the missing frame
can be well predicted using surrounds frames emphasized by
the attention model. It is also found our approach can perform
well independent on kind of machines and the number of input
frames.

I. INTRODUCTION

Mechanical products are indispensable in manufacturing
sites and applications, which produce a lot of benefits in our
daily lives. Once a machine malfunctions, it causes major
accidents and economic damages. To prevent machine break-
downs, technicians with expert knowledge perform regular
maintenance. However, keeping mechanical facilities well ac-
tivated by skilled maintenance technicians requires a lot of
costs. Managers want to know whether any machine failure
is predicted shortly or not, to conduct the maintenance with
the minimum cost in the most suitable timing. Unfortunately,
it is still challenging to determine and deal with anomalous
condition in the machine in advance.

In recent years, technology has been developed to automat-
ically detect failures from machine drive sound and vibration
using machine learning technology [1]. Several machine-
learning-based schemes have been proposed, and many suc-
cessful approaches have employed deep-learning techniques.
One of common methods for anomaly detection using deep
learning is to use an AutoEncoder (AE) [2]. The AE model
consists of two parts: an encoder part and a decoder part.
An encoder part converts an input vector into a compact
representation, while a decoder part tries to reconstruct the
same signal as input data from the representation. In those
deep-learning-based schemes, an AE model is firstly created
using a training data set only including normal signal data.
Because the model can correctly reconstruct normal data, the
reconstruction error between input normal data and generated
data from the model should be small. On the other hand, the
model fails to reconstruct any abnormal data, resulting a higher

reconstruction score. Thus, abnormal data can be detected by
measuring the reconstruction error between input and output
data, as the anomaly score for the created model [3].

In this paper, we propose an attention-based encoder-
decoder model for anomalous sound detection. In our model,
an input feature consisting of consecutive frames of a log-
scale mel spectrogram is put into the encoder, in which a
particular one frame data is excluded. A context vector is
then obtained from the attention mechanism. The excluded
frame is subsequently used as an input to the decoder, uti-
lizing the context vector. The reconstruction error between
the predicted frame and the original frame is calculated as
the anomaly score. By employing the attention mechanism,
important frames for prediction can be selected with larger
weights, so that we can make effective prediction for various
types of machines in noisy environments. By visualizing the
attention weights of the input frames for prediction, we can
examine the relationship with the surrounding frames and the
excluded one. Experimental results show that by adopting the
attention mechanism we achieved improvements for several
types of machines in terms of anomaly detection performance.
From visualization results of attention weights, we also found
that our models could adapt the characteristics of the machine.

The rest of this paper is organized as follows. Section
II introduces related works to our research. Our method
is described in Section III. Experimental setup, result and
discussion appear in Section IV. Finally Section V concludes
this paper.

II. RELATED WORK

Since it is not possible to collect large amounts of abnor-
mal data for anomalous sound detection in the real world,
basically we choose a strategy to create a detection model by
unsupervised learning using only normal data. In recent years,
AE and variational autoencoder have been used as methods
based on deep neural networks. Employing acoustic features
such as spectrograms or log-scale mel spectrograms as an
input, model training is done so that a reconstruction error
between the input and a model output could be small. As the
reconstruction error, the mean square error is often adopted.
The reconstruction error of normal data, which are similar to
the training data, should be smaller, while the reconstruction
error of abnormal data would be expected to become larger.
The reconstruction error between the input and the predicted
output is thus calculated as the anomaly score. This strategy
can detect anomalous sounds with a high accuracy, on the
other hand, in the case of non-stationary sounds that contain
pulse waves, the prediction of the target sound becomes more
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Fig. 1. A flow of our propose method.

difficult and the reconstruction error tends to be high even for
normal data.

An et al. proposed an anomaly detection method using
the reconstruction probability from the variational autoen-
coder [4]. Anomaly detection by the reconstruction prob-
ability outperforms autoencoders and principal component-
based methods. Experimental results show that the proposed
method outperforms autoencoder based and principal compo-
nents based methods. Utilizing the generative characteristics of
the variational autoencoder enables deriving the reconstruction
of the data to analyze the underlying cause of the anomaly.
The structure of the encoder-decoder model was used to detect
abnormal images.

Interpolation Deep Neural Network (IDNN) [5] is a model
that takes multiple frames of a log-scale mel spectrogram, in
which the central frame is removed, as an input and predicts
the interpolation of the removed frames as an output. The
model consists of a neural network with fully connected layers,
and can make predictions that take into account information
from surrounding frames. Anomalous sounds are detected
based on the reconstruction error, which is the difference
between the predicted frame and the true frame. It is hy-
pothesized that the prediction of the central frame rather than
the edge frames would make the reconstruction error con-
sistent with the anomaly. Their experiments show significant
improvements compared to AE in detecting abnormalities in
non-stationary machine sounds.

III. METHOD

In this study, we employ an attention-based model to detect
anomaly for machine sounds. Similar to the above related
work, the model tries to reproduce the excluded frame of
consecutive acoustic frames, and calculate the anomaly score.
In this section, we describe an attention mechanism and
explain the architecture of our proposed method for detecting
anomalous sounds.

A. Attention mechanism

An attention mechanism is an architecture proposed for
machine translation and has been used for various tasks in
image and speech processing fields [6] [7]. The mechanism
is often employed with Recurrent Neural Networks (RNNs).

Given each input vector, an RNN model calculates inner-state
vectors, which are used to obtain attention weights. Let us
denote an output frame index by t, and an input frame index
by u. An attention weight αtu can be then expressed as:

αtu =
exp(score(ht−1, su))∑U

u′=1 exp(score(ht−1, su′))
(1)

score(ht−1, su) = a> tanh(W1ht−1 +W2su) (2)

where ht indicates a hidden state vector in a decoder, su
represents a hidden state vector in an encoder, and a is the
weight vector. The attention weights indicate which vector
is important or should be focused on for prediction among
the input vectors. A context vector is subsequently obtained,
by summing up hidden state vectors in the encoder with
corresponding attention weights. The context vector is finally
used for prediction.

B. Proposed method
Similar to conventional schemes, in our approach, only

normal sounds are chosen as training data, in order to create
a model with a distribution of the data set. At first, among
acoustic features extracted as log-scale mel spectrograms, mul-
tiple consecutive frames {xd+1,xd+2, . . . ,xd+i, . . . ,xd+n}
are focused on, where d is an arbitrary starting frame number.
One particular frame xd+i is excluded from those frames,
while the others are utilized as input frames to the attention
encoder. Consequently, the number of input frames is n − 1.
The excluded frame xd+i is used as an input for the decoder
when training it and estimating an anomaly score. Figure 1
shows an overview of the proposed method when n = 5 and
i = 3. The first frame (<s>) and the last one (</s>) in the
decoder section are zero vectors with the same dimension as
one frame. In the decoder, we employ Gated Recurrent Units
(GRUs) [8] as an RNN layer. The decoder is trained by feeding
the correct token at each input. The whole loss function is
designed to measure a mean squared error between predicted
frames and true frames. The loss function is given as follows:

Loss =
1

N − 1

N−1∑
k=1

(xk − yk)
2 (3)
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Fig. 2. The numbers of files in the data set.

TABLE I
CONDITION OF LOG-SCALE MEL POWER CALCULATION.

Condition Value
Data length 10 sec
Sampling Frequency 16 kHz
Frame length 64 msec (=1024 points)
Frame shift 32 msec (=512 points)
Window function hanning
Mel filter bank 128

where yk is a k-th predicted vector, and N represents the
number of decoder time steps.

The calculation of an anomaly score for test data is done as
follows. First, consecutive frames in a test set is put into the
trained attention model encoder, to predict a missing frame.
Second, a mean square error between the predicted frame and
the excluded true frame is calculated as a reconstruction error.
This step is predicted for all frames, and the average of the
reconstruction errors is calculated as the anomaly score of the
data set.

IV. EXPERIMENT

We conducted an experiment on anomalous sound detection
using the method described above. The purpose of this experi-
ment is to investigate the relationship between the surrounding
frame and the anomalous sound detection. We extended the
interpolation of the IDNN method using explicit attention,
and investigated the relationship between the attention weights
and the characteristics of machine sounds by visualizing them,
while maintaining the accuracy.

A. Data

To evaluate the proposed method, we conducted experi-
ments using the MIMII data set [9]. This data set is the
same as the one used in the DCASE2020 Challenge Task2
[10]. This data set is designed to assist machine-learning and
signal-processing communities for automated facility mainte-
nance. The corpus contains normal and anomalous sounds of
machines. Normal sounds were recorded for different types
of industrial machines (valve, pump, fan, and slider), and to
resemble a real-life scenario, various anomalous sounds were
recorded (contamination, leakage, rotating unbalance, and rail
damage). The sound data is characterized by the addition of
factory noise, which is close to the real environment. Figure
2 shows the number of files for each machine. Each data was
recorded at 16 kHz sampling rate, having 10-second length.

(a) Fan (b) Pump

(c) Slider (d) Valve
Fig. 3. Examples of spectrograms.

TABLE II
DEEP NEURAL NETWORK

ARCHITECTURE OF AUTOENCODER.

Layer Units
Input 640
Fully Connection 128
Fully Connection 128
Fully Connection 128
Fully Connection 128
Fully Connection 8
Fully Connection 128
Fully Connection 128
Fully Connection 128
Fully Connection 128
Fully Connection 640

TABLE III
DEEP NEURAL NETWORK

ARCHITECTURE OF IDNN.

Layer Units
Input 512
Fully Connection 64
Fully Connection 32
Fully Connection 16
Fully Connection 32
Fully Connection 64
Fully Connection 128

TABLE IV
AUC OF AE, IDNN AND PROPOSED METHOD.

Algorithm Fan Pump Slider Valve
AE 65.83 72.89 84.76 66.28
IDNN 66.52 72.89 86.04 87.36
Proposed method 66.59 73.02 93.34 94.68

B. Feature extraction

We used log-scale mel power coefficients as an input
feature. Table I shows details of feature extraction, and Figure
3 depicts spectrograms. The horizontal axis indicates time
(frame index) and the vertical axis is mel channel (frequency).
The fan and pump almost consist of stationary mechanical
sounds, while the slider and valve have mechanical sounds of
non-stationary movement with periodic pulse waves.

C. Experimental setup

In this study, training models were created for each of the
four types of machine sounds, and their performance was
tested using the test data. We used the architecture illustrated in
Figure 1. Four frames except the central frame were composed
as an input data to the encoder. The decoder used the sequence
of three frames, in which the first and last frames were zero
vectors while the second one corresponds to the central vector.
We used the area under the receiver operating characteristic
(ROC) curve, that is AUC, as an evaluation metric.
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(a) Reconstructed spectrogram (b) Attention weights
Fig. 4. Results of normal fan data.

As a comparison to the proposed method, experiments were
also conducted for AE and IDNN. Table II and III show the
network structures of AE and IDNN, respectively. AE is the
same system as the baseline of DCASE2020 task2. For the
autoencoder, the block having consecutive five frames was
used. Given the same block as our proposed scheme, IDNN
predicted the central frame. In both AE and IDNN, the activa-
tion function was ReLU, and on each layer batch normalization
was applied. Both loss functions for model training were based
on mean squared errors. In all the experiments, Adam [11] was
used as the optimizer.

D. Result and discussion
Table IV shows the AUC of AE, IDNN and our proposed

method for calculating the anomaly score in the test data.
Compared to AE, IDNN and our proposed method improved
the AUC for all the machine sounds. In particular, the AUC
of slider and valve, which have machine sounds with non-
stationary movement, have been greatly improved. Further-
more, the proposed method further improved the AUC of slider
and valve by about 7% compared to IDNN. The system with
the top score for Challenge Task2 had a higher AUC than the
proposed method, but used ensemble models with elaborate
tuning. The proposed method had a high AUC for a single
model and was not complex, so our model can be applied to
various machine sound data.

Figure 4 illustrates results for normal fan data with sta-
tionary rotation; (a) is a reconstructed spectrogram, and (b)
depicts attention weights in which the horizontal axis indicates
the predicted frame index and the vertical one is input frame
index (i = 1, 2, 4, 5). As seen in the figure, only the first frame
had a concentrated weight, while the other frames had smaller
weights. The reason for this was that the machine is station-
arily moving, and there was no significant difference between
frames. Therefore the central frame (i = 3) can be predicted
almost only using the first frame. Another stationary machine,
i.e. pump, showed the same trend in attention weights as fan.

Figures 5 and 6 show results of normal slider and normal
valve, having non-stationary movement; an input spectrogram
is (a) while an output one is (b), and (c) indicates reconstruc-
tion errors in each mel channel; attention weights are illus-
trated in (d). Obviously, we can see different characteristics
from the attention weights for stationary rotation, i.e. fan and
pump. In contrast to those machines, the attention weights
was not strongly concentrated in any particular frame. This
indicates that the prediction was made using incorporating
information from surrounding frames. It is observed, in the
slider data the weights for the frames before the prediction
frame had larger values, and in the valve data weights for
the following frames had relatively higher scores. It is also

(a) Input (b) Reconstructed

(c) Error (d) Attention weights

Fig. 5. Results of normal slider data.

(a) Input (b) Reconstructed

(c) Error (d) Attention weights

Fig. 6. Results of normal valve data.

confirmed that the attention weights were affected in the
area where the pulse wave occurred. It is thus considered
that the machine sound of non-stationary movement is able
to be well modeled using the features of normal data, by
taking into account the information of surrounding frames. In
other words, employing the attention mechanism enables us
to model normal data much better compared to conventional
schemes such as IDNN that used all input frames fairly, and
independent on the kind of machines.

Figure 7 indicates results for abnormal valve data. As shown
in (c), the abnormal data has a high anomaly score because the
part of pulse wave was not reconstructed well. The attention
weights were distributed over the entire frame compared to
the normal data, which means the difficulty of prediction.
Consequently in machines having non-stationary rotation, it
is found that the reconstruction error with respect to normal
data became small by using the features of the frame that
were important based on the attention scheme, while the error
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(a) Input (b) Reconstructed

(c) Error (d) Attention weights

Fig. 7. Results of anomalous valve data.

(a) Reconstructed spectrogram (b) Attention weights
Fig. 8. Results of normal slider (10-frame input)

drastically increased for abnormal data.

E. Changing the number of input frames
Based on the above results, the attention mechanism is

found to be able to extract important frames for prediction.
In order to confirm the effectiveness of the attention, we
conducted another investigation by increasing the number of
input frames. We set n = 10 and carried out the same exper-
iments. Figures 8 and 9 show results for output spectrogram
and attention weights of slider and valve, respectively. For
non-stationary rotating machine sounds, it is found that the
attention weights tended to have larger values near the frame
that should be predicted, even when the number of input
frames increased. In the stationary rotation (fan and pump), the
attention weight was concentrated in the first frame as before.
We also found the AUC was almost the same accuracy as the
previous experiments. It is thus concluded that the attention
structure can be used to properly learn the distribution of
sequence of normal data even when the number of frames
increases.

V. CONCLUSION

We proposed an unsupervised deep-learning autoencoder-
based method for anomalous sound detection in machines,
employing an attention model. Multiple frames from which
the central frame was excluded were used as an input for
an encoder, and the central frame was used for a decoder,
to calculate a reconstruction error as an anomaly score. Ex-
perimental results show that the AUC of our approach was

(a) Reconstructed spectrogram (b) Attention weights
Fig. 9. Results of normal valve (10-frame input)

better than those of conventional methods for machine sounds
of non-stationary movements. By visualizing the attention
weights, we found that the information of the surrounding
frames is important when the model predicts the excluded
frame for machine sounds of non-stationary movements. Con-
sidering the characteristics of the attention mechanism, we
tried to increase the number of input frames and still achieved
adequate performance.

As our future works, it is necessary to study the effects
of the number of frames to be input and the time width of
the frames. The use of other models such as transformer [12],
which is used in natural language processing, is also our future
task.
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