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Abstract—Impulsive noise is a common type of noise that af-
fects gray-scale/color images and videos. In this paper, we present
a residual fully Convolutional Neural Network (CNN) to remove
impulsive noise from color images in an end-to-end fashion. We
train our residual CNN model on a customized dataset which
contains noisy images with different impulsive noise density. The
proposed dataset omits the need for multiple models for different
noise densities. Moreover, we employ a multi-term loss function to
train our model. One of the terms of the proposed loss function
imposes the sparsity of the impulsive noise in the observation
domain. To the best of our knowledge, this term has not been
employed as a loss function for training a denoising CNN. Finally,
we employ an iterative post-processing stage to further improve
the performance of our method. Simulation results demonstrate
that the proposed approach outperforms other notable algorithms
in the literature. Furthermore, our method is quite fast, especially
when implemented on a GPU-equipped system.

Index Terms—Color image, convolutional neural network,
impulsive noise, loss function, sparsity.

I. INTRODUCTION

By the rapid growth of digital images and videos, image
denoising still remains a challenging task. Digital images and
videos are often degraded by impulsive noise which is caused
by faulty sensors, transmission errors, and memory loss [1].
Before any further processing such as object tracking, and
object detection, it is necessary to restore the images by
removing this type of noise. Impulsive noise, in contrast to the
Gaussian noise, affects only some random pixels of the images
such that the values of the noisy pixels are independent of the
original values. There are two common types of impulsive
noise based on the values of the noisy pixels, Salt-and-Pepper
Noise (SPN) and Random-Valued Impulsive Noise (RVIN).
The noisy pixels can take the maximum or the minimum value
of the dynamic range of an image in the case of SPN. However,
RVIN changes the value of noisy pixels to a random value in
the whole intensity range of the image. When color images
are corrupted by impulsive noise, two scenarios are feasible
[2]. On the one hand, impulsive noise may affect the color
channels independently, i.e., each channel is degraded like a
gray-scale image. On the other hand, the locations of the noisy
pixels may be identical for all three color channels.
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(a) 11.44dB (b) 34.23 dB (c) 34.31 dB
Fig. 1: Color Parrots image corrupted by 50% RVIN. (a) Noisy
image, (b) Output of the proposed CNN, and (c) Output of the

post-processing.

Various methods have been proposed to remove impulsive
noise from color images. Some of them are component-wise
which process each color channel separately. One can simply
extend the methods proposed for gray-scale image denoising
to color images. However, these methods may produce some
artefacts to the restored color image since the correlation of the
color channels is neglected [3]. In contrast, vector-processing
approaches outperform the component-wise ones by treating
color images as a vector field [4].

Vector median filter is the first classical vector filter for
suppressing impulsive noise in color images [3]. In spite of its
low complexity, the texture and the edges of the reconstructed
image are blurred. By detecting the noisy pixels, switching
vector filters tries to reduce the blurriness [5], [6], [7], [8]. A
great number of algorithms in the literature employ an impulse
detector as their first stage. These impulse detectors may be
based on the fuzzy logic [9], machine/deep learning [10],
[11], [12], or thresholding according to a defined metric[13].
However, the accuracy of the impulse detectors highly affects
the final performance of the denoising algorithm. Therefore,
other algorithms remove the impulsive noise without a detec-
tion stage. These methods utilize different approaches such as
sparse representation [14], [15], [16], [17], sparse and low-
rank decomposition [18], [19], [2], and maximum likelihood
[20]. In recent years, deep-learning-based methods, especially
Convolutional Neural Networks (CNNs), have achieved high
performances in different applications of computer vision [21],
[22]. Several papers apply Deep Neural Networks (DNNs) to
detect the pixels contaminated with impulsive noise [11], [12],
while some of them remove the impulsive noise in an end-to-
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Fig. 2: Network structure

end fashion [23].

In this paper, we propose a fully convolutional DNN model
to reconstruct the color images degraded by RVIN. Our
method removes the noise in an end-to-end fashion. Therefore,
no pre-processing for impulse detection or noise percentage
estimation is required. Moreover, our dataset consists of noisy
images contaminated with multi-level impulsive noise percent-
age such the noisier images are more frequent. This dataset
omits the need for multiple neural networks and improves the
reconstruction quality. Furthermore, the proposed multi-term
loss function helps the training procedure and hence enhances
the objective and subjective reconstruction quality. Moreover,
we utilize the output of the network in a post-processing stage
to further enhance the reconstruction quality. Figure 1 depicts
a sample of noisy image and the reconstructed results of our
proposed CNN and the post-processing stage.

The rest of this paper is organized as follows. In Section II,
we explain the proposed method, including the architecture
of the network, the multi-term loss function, the training
procedure, and the proposed post-processing stage. The exper-
imental results are discussed in Section III. Finally, the paper
is concluded in Section IV.

II. THE PROPOSED METHOD

Our proposed residual deep CNN model, as depicted in
figure 2, gets a noisy image (/,,) as an input and recovers
the original image (/,.4) by estimating the impulsive noise
in the output (N = I, — I,.4). To estimate the noise in the
output, we train our CNN model, Fy(.), with weights W by
optimizing the following loss function:

W = argmln—ZE Fw (I7),N7), 1)
Jj=1

where £ is a multi-term loss function which is calculated
between the output of the neural network and the impulsive
noise contaminated the original image. We describe our multi-
term loss function in section II-B. We train our network with
a generated customized dataset which is described in section
II-A.

A. Customized Dataset

To generate the dataset for training our CNN model, we
randomly chose 12,000 256 x 256 color images from Places2
Database [24] as the original images. To generate the noisy

images of the dataset, each color image is then corrupted by
a random pattern of RVIN:

Ve e {1,2,3}:

Nijc with probability p (2)
(In)ig,e =

(Iorg)i,j,c otherwise

where n; ; . is a random variable in the intensity range of the
image (zero to 255 for 8-bit images) with uniform distribution.
Moreover, p represents the density of the impulsive noise, and
c represents each color channel, which means each channel is
corrupted by impulsive noise like a separate gray-scale image.

Instead of training our CNN models on the whole 256 x 256
image, we extract 64 x 64 patches from the original and noisy
images. By doing so, we can reduce the required memory
for training the DNN models. Therefore, a total number of
12,000 x 16 = 192,000 pairs of original and noisy patches
are produced, 80% of which are utilized for training and the
rest are used for validation.

We aim to train a single blind CNN model which can
remove impulsive noise with different densities. Our dataset
contains noisy images with various impulsive noise density
(p) in the [0.1,0.7]. In other methods, the distribution of the
impulsive noise density over the dataset is uniform. However,
in our generated dataset, noisy images corrupted by higher
densities of impulsive noise are more frequent so that the
reconstruction quality of noisier images improves. The dis-
tribution of impulsive noise density (p) over our dataset is
N(0.6,0.3) truncated to the [0.1,0.7].

B. Multi-term Loss Function

As opposed to other CNN-based impulsive denoisers which
use Mean Square Error (MSE) as their loss function, we
introduce a multi-term loss function for training our CNN
models. One of the terms of our loss function imposes the
sparsity of the impulsive noise, Noise Sparsity Constraint
(NSC). Our multi-term loss function is a weighted sum of
MSE, Mean Absolute Error (MAE), Dissimilarity Structural
Index Metric (DSSIM), and NSC as follows:

Lot = Lmse + 0.1 Lyag + 0.04 Lpssiv + 0.005 Lnsc. (3)

It is worth mentioning that coefficients of each term of the
loss function are selected based on preliminary experiments
such that the importance of each term (considering its weight)
is the same in the total loss function.
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1) MSE: MSE is a common loss function since its min-
imization results in maximizing Peak Signal to Noise
Ratio (PSNR), which is a popular metric for assessing
the reconstruction quality of images:

Luse = Y (Fw(If) = N7)?. (4)
J
2) MAE: Since the effect of small errors in the MSE loss

function is low, we add MAE to our loss function to
highlight the effect of small errors:

Lyae = Y |Fw(I]) — N|. (5)

J

3) DSSIM: MSE and MAE are both objective metrics. To
consider a subjective metric we add DSSIM to our loss
function.

1 - SSIM(I] — Fw (I3), Ii)
Lossm = 5 . (©
J

4) NSC: Impulsive noise is sparse in the observation do-
main since a few of the pixels of the image corrupted
by impulsive noise. Since the impulsive noise affects
the color channels separately, we add the [; norm, the
relaxation of the [y norm, of the estimated noise to apply

the sparsity of the noise to the loss function.

Lnsc = Z|FW(IS)| @)

J
C. Network Structure

Our proposed blind residual DNN is fully convolutional
which reconstructs the impulsive noise, and hence, the original
image in an end-to-end fashion. Figure 2 represents the
structure of our CNN model. In our network, the number
of channels increases from 3 to 256 and then decreases
symmetrically. By this choice, more features are extracted by
deeper layers of the network, which results in the improvement
of the reconstruction quality. In the proposed neural network,
each convolutional layer is proceeded by batch normalization
[25] and ReLU activation function. However, the activation
function of the last layer is fanh since our network is residual,
and its output had positive and negative values.

D. Training Procedure

To optimize the parameters of the network, we apply Adam
optimizer to batches of size 32 of the images. The learning rate
of the optimizer is divided by 10 if the validation performance
does not improve for 10 epochs, and its initial value is set
to 10~3. Moreover, we stop the training procedure when the
validation loss does not decrease for 25 epochs (early stopping
technique). The training procedure ends after 82 epochs which
takes about 27 hours with Keras implementation on a system
equipped with 64-GB RAM, an Intel CORE i7 — 7700 CPU
3.60 GHz, and an NVIDIA GeForce GTX 960 GPU.

Fig. 3: 32 natural, Lena, and Parrots images used for assessing
the performance of our method

E. Post-processing

In order to further improve the reconstruction quality, we
employ a novel iterative method for the post-processing step.
The reconstructed image by the proposed network is utilized
for the initial estimation of Algorithm 1, as well as for
estimating the positions of noisy pixels. To derive the input
binary mask M with zeros in the locations of noisy pixels of
1,,, we can use:

j . -7
Mi,jZ{L if exp(—|Fw(In)i;|)>10 . @®

0, ow.

Then, as presented in Algorithm 1, we utilize M in a simple
non-uniform sampling iterative method [26] with an exponen-
tial filter [27]. Exponential filtering is using the smoothing
kernel —1.2exp(—|z|'2) with kernel of size 5 to highlight the
low-frequency components of the image.

Algorithm 1 Post-processing

1: Input:
2:  Noisy Image: I,, Initial estimation: I°, Binary impulse mask:
M, Max. number of iterations: kmnqe = 20, Threshold: § = 0.02

3: Output: .

4:  Recovered estimate of the image:

5: procedure

6: for k =1: knas do

7: I* « I*='4 exponential-filter((I, — I*~') ® M)
8: if |[I" — I*7!||p < & then

9: break

10: end if

11: end for

12: return [ < I*

13: end procedure

III. EXPERIMENTAL RESULTS

In this section, we will evaluate the performance of our
algorithm in comparison with other notable methods, including
classical VMF [3], AVMF [5], FPGF [6], VF-AQCD [28],
ALOHA [2], and the method of [12]. Lena and Parrot color
images of size 256 x 256, and 32 natural images, which are
depicted in Figure 3, are utilized for the comparison. The
results for other methods are all extracted from [12].

A. Performance Comparison

The results in terms of PSNR, Normalized Color Difference
(NCD), and FSIM for various impulsive noise densities are
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TABLE I: PSNR and FSIM for different RVIN densities (In each case, the best two results are embolded)

PSNR NCD FSIM

2 10% 20% 30%  40% 50% 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%

VMF 29.38 2420 1975 19.15 1641 0.0250  0.0516  0.1077  0.1398  0.2258 09441 08732 0.7643  0.7075  0.628

AVMF 29.77 2405 2280 1940 16.55 0.0195  0.0534  0.0734 0.1337  0.2192 0.9613  0.8805 0.8309 0.7306  0.6392

= FPGF 3032 2434 2306 1948 16.59 0.0162  0.0472  0.0668 0.1270  0.2139 0.9653  0.8846  0.8482  0.7417  0.6405
E VF-AQCD 33.83 2892 2505 2134 1732 0.0095  0.0229  0.0439  0.0842  0.1725 0.9803  0.9409 0.8718 0.7599  0.6084
ALOHA 3257 2836 2496 19.13  16.04 0.0202  0.0464 0.0761 0.1699  0.2533 09749 09372 0.8995 0.7744  0.6569

[12] 43.07 39.02 3546 32.68 29.40 0.0042  0.0084  0.0132  0.0191  0.0291 09973 09932 09863 0.9760  0.9528

Our CNN 41.61 38.04 3620 34.62 3327 0.0021  0.0024  0.0025  0.0026  0.0028 0.9964  0.9940  0.9908 0.9861 0.9793
Our CNN + Post-processing  43.12 3893  36.53 3470 33.30 0.0019  0.0022  0.0023  0.0025  0.0028 0.9989  0.9960 0.9917 0.9868  0.9796
VMF 27.71 2375 1930 1837 15.85 0.0236  0.0468  0.1071 0.142  0.2262 09443 08791 0.7432  0.7078  0.6297

AVMF 27.86 2355 22,15 1853 1591 0.0208  0.0509  0.0708 0.1389  0.2237 0.9479 08666 0.8216 0.7107  0.6288

£ FPGF 2825 23.83 2245 1873 16.05 0.0170  0.0438  0.0647 0.1301  0.2145 09581 0.8819 0.8412 0.7238  0.6321
g VF-AQCD 32.02  27.69 2425 2038 16.69 0.0091 0.0209  0.0413  0.0899  0.1769 0.9796  0.9441 0.8788  0.7644  0.6443
A~ ALOHA 31.15 2729 2342 1864 1590 0.0213  0.0494  0.0787 0.1626  0.2483 0.9639  0.9211  0.8808  0.7604  0.6425
[12] 39.07 3523 3235 29.65 27.09 0.0051  0.0092  0.0133 0.0182  0.0244 0.9950 09894 0.9818 0.9687 0.9510

Our CNN 44.65 41.18 3978 36.01 34.23 0.0018  0.0020  0.0025  0.0025  0.0028 0.9993 09979 0.9962 0.9921 0.9863

Our CNN + Post-processing  45.67 41.80 3997 36.09 3431 0.0016  0.0018  0.0024  0.0024  0.0028 09995 09980 0.9963 0.9921 0.9863
VMF 2933 2263 1760 1641 13.89 0.0446  0.0966  0.2131 0.3043  0.4228 09760  0.8938  0.7603  0.6977  0.6268

" AVMF 29.53 2266 2099 16.65 13.96 0.0289  0.0868  0.1395 0.2821  0.4131 0.9809 09013 0.8407 0.7090  0.6287
zn FPGF 30.09 2276 2129 1699 14.19 0.0262  0.0844  0.1280 0.2583  0.3885 09818 0.8979 0.8557 0.7294  0.6374
g VF-AQCD 3329 2886 2434 1931 15.16 0.0175  0.0385  0.0792  0.1844  0.3402 0.9906 09701  0.9069 0.7627  0.6265
Q ALOHA 29.69 23.65 20.84 1650 14.07 0.0499  0.1296 02008  0.3294  0.4284 09772 09190 0.8771  0.7888  0.7122
[12] 39.26 3589 3327 30.84 28.30 0.0122  0.0222  0.0324  0.0433  0.0569 0.9971  0.9935 0.9877 0.9781  0.9606

Our CNN 4248 3988 3775 3576 33.64 0.0022 0.0026  0.0029  0.0032  0.0038 0.9987  0.9978  0.9964 0.9941  0.9901

Our CNN + Post-processing  43.56 40.49 38.02 3591 33.67 0.0020 0.0024  0.0028  0.0032  0.0038 0.9993 09986 0.9970 0.9947  0.9903

reported in Table I. It is worth noting that the color difference
is calculated in the CIELAB color space, which is perceptually
uniform. The results demonstrate that our method outperforms
other algorithms in all cases, especially at higher noise densi-
ties. The second best method is [12], which utilizes two CNNs
for detecting and reconstructing the images. However, our
end-to-end model has better performance with less complexity
since the accuracy of the detection stage of [12] highly affects
its final performance. The proposed multi-term loss function
and the generated dataset may also be responsible for the
superiority of our method. The post-processing stage also
improves the performance of our CNN model, specifically
when the impulsive noise density is low.

Moreover, Figure 1 depicts the output of our algorithm for
the Parrots image corrupted by various noise densities. As
can be seen, our CNN is capable of removing impulsive noise
while retaining the texture and edges of the original image
even for high densities of impulsive noise.

B. Run-Time

We compare the complexity of different algorithm based
on their run-time for denoising 256 x 256 Lena image. Table
II represents the run-time of different algorithms on CPU or
GPU. The operated hardware is determined in the parentheses.
The run-times of VMF, AVMF, and FPGF algorithms are
not reported due to their simplicity and poor performance.
According to this table, our algorithm is faster than other
methods, even on CPU, and its run-time is very low on
GPU. It is worth mentioning that the proposed post-processing
stage takes only 0.02 seconds on CPU while improving the
performance of our CNN model.

IV. CONCLUSION

In this paper, we proposed a fully-convolutional residual
neural network to remove impulsive noise from color images

TABLE II: Run-time (seconds) for denoising Lena image (The
best results are embolded)

14 10% 20% 30% 40% 50%
VF-AQCD (CPU) | 2698 27.03 26.96 27.03 26.89
ALOHA (GPU) 865.12  699.44 53250 577.65  605.04
[12] (CPU) 3.96 391 3.97 3.89 391
[12] (GPU) 0.37 0.36 0.37 0.37 0.36
Our CNN (CPU) 1.98 1.98 1.95 1.84 1.84
Our CNN (GPU) 0.19 0.19 0.18 0.17 0.17

in an end-to-end fashion. To enhance the performance of
the proposed neural network for removing impulsive noise
with higher density, we generated a customized dataset which
contains noisier images with higher frequencies. Moreover, to
help the training procedure, we presented a multi-term loss
function with a term imposing the sparsity of the impulsive
noise. Finally, we proposed a post-processing stage to further
improve the reconstruction quality of our method. Experi-
mental results demonstrate that the proposed method with the
customized dataset and multi-term loss function is successful
in removing the impulsive noise from color images, and it
is fast, especially when running on a GPU-equipped system.
Furthermore, the proposed post-processing step can further
improve the performance in about 20 milliseconds.
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