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Abstract—Image guidance nowadays is a crucial component for
doctors to facilitate the design of the planning radiation therapy
dosage. The delineation of soft organs in the planning phase
and during the radiation therapy is crucial for the treatment
procedure. Deep Learning (DL) flourishes, presenting state-of-
the-art results in challenging computer vision tasks; however,
the lack of annotated data hardens the research advancements
for medical applications. The research in this paper develops DL
approaches for the segmentation of organs-at-risk and specifically
from images retrieved from a computed tomography system
during the radiation treatment of each patient. The proposed
approaches are based on convolutional neural architectures
trained with only a couple of thousand images, and can also
be trained online, showing its learning ability from new patients.
The lack of annotated data is also addressed with synthetic data
generated by a modified GAN. Experimental results demonstrate
the excellent performance of the proposed approaches in rectum
segmentation task.

Index Terms—image segmentation, deep learning, medical
imaging, image guided radiation therapy

I. INTRODUCTION

One of the most common approaches to treat many can-
cer types involves Image Guided Radiation Therapy (IGRT)
[1], [2]. IGRT involves many complex procedures, such as
proper selection of the radiotherapy treatment process and
segmentation of the target volumes and organs-at-risk. The
treatment process involves mainly two steps, i.e., the planning
phase and the treatment phase. In the planning phase the
computed tomography (CT) operates at a lower voltage which
exposes the patient to high radiation in order to provide
better organ imaging to doctors and produce the treatment
plan. During the treatment phase, the patient receives the
planned radiation dosage while the CT scanner checks organs’
positional changes. The organs, and specifically the rectum
which is the main focus of this paper, can change shape
from day-to-day; therefore, the delineation of organs is crucial
during the treatment phase.

The manual segmentation of the organs presents a very time
consuming task for the doctors and involves intra and inter-
observer variability; thus auto-segmentation algorithms have
been proposed in the field to facilitate the annotation process
and decrease the annotation time substantially. The simplest
method to segment an organ from medical images is by setting
threshold boundaries among e.g. the soft tissues and the bones
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[3], utilizing the information from the pixel intensities. Note
that a proper initialization is needed in order the algorithms to
work better, and the process can be assisted by edge detection
methods to detect the boundaries more effectively. However,
the variations in brightness across many images harden the
work of finding a proper threshold. Apart from the simple
thresholding methods, model-based active contour methods
are also popular, i.e., the snakes method [4], its relevant
like [5], [6], and the ones exploiting convex optimisations
like [7], [8]. These algorithms have been introduced in many
works effectively e.g. image guided radiotherapy in [2], [9],
[10], [11], within which the registration techniques were
also employed to first obtain a valid initialization. One of
the main disadvantages of the model-based methods is that
the computation time is cost during the treatment which is
improper when the segmentation result is in urgent need.

The idea of utilizing deep learning (DL) methods like the
U-Net [12] and the Generative Adversarial Networks (GAN)
[13] arose recently since both the algorithm and computational
resources were greatly improved, and the data along with the
annotations were substantially enough to train DL models
(e.g. the structured data sets appear in the field of medical
imaging in the Grand Challenge'). Artificial intelligence (AI)
has the most of attention in research while its applications
spread almost in every technical and non technical field. One
of the most promising applications is in the Healthcare sector
where Al aims to revolutionize the diagnosis and the treatment
process [14].

In this paper we develop DL methods by utilizing a small
set of CT data to segment organs-at-risk during the treat-
ment process. The developed approaches are constructed by
DL techniques including convolutional neural networks and
GANSs, which can be trained using the realistic data sets and
newly generated synthetic data sets simultaneously. Moreover,
an online training strategy is also proposed by adding new
patient’s data in the training process to improve the training
efficiency and tackle the lack of annotated data. Thorough
experiments are being conducted to validate the excellent
performance of the proposed approaches. The techniques
developed in this paper can expedite the organs segmentation
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Fig. 1. (a)—(b): a slice sample from the low voltage planning scans and the
high voltage treatment scans, respectively; (c)—(e): contrast enhancement of
the image in (b) by using the standard HE method, the adaptive HE method,
and the CLAHE method, respectively.

in IGRT in medical imaging and many others.

II. DATA

The data set used in this paper has been retrieved from ten
patients who have been diagnosed with prostate cancer. The
data were gathered and annotated for the renowned VoxTox
Research project [2]. The data are image slices captured from a
CT machine (TomoTherapy HiArt megavoltage CT (MVCT)).
The slices present the pelvic area from the patient depicting the
organs in the area, see Fig. 1 (a)—(b). The exact delineation of
the rectum from the data is extremely challenging. The tissue
on the rectum’s boundaries along with the air inside the rectum
can easily mislead predictions. One more extreme challenge
in this problem and in medical imaging is the lack of training
data.

The data set contains the planning kilovoltage CT (KVCT)
IG scans along with the treatment (delivered) MVCT IG scans
throughout treatment for each patient. The planning KVCT
scans are 272x272 pixels per slice where the size of the pixel
is 1.953 mm with 3 mm thickness. The scanning slices present
the entire rectum, from the sigmoid junction of the rectum
to the inferior part imaging both the ischial tuberosities. The
MVCT scans are 512x512 pixels per slice, and each pixel has
a size of 0.754 mm while the thickness of each slice is 6 mm.
The MVCT scans are limited to approximately 8-25 slices in
order to satisfy the protocols and minimise the additional dose
and the time during treatment for the prostate. Thus, during
treatment the rectum was partially exposed, imaging only a
small part. The rectum in both the planning and treatment
scans was manually segmented by an experienced doctor
for the training and test purpose. The manually segmented
rectum in the planning scans is exceptionally detailed (approx.
35 slices) while that in the treatment is barely half of the
planned (approx. 12 slices). In IGRT, the main focus is the
segmentation on the treatment scans.

In order to exploit the data set, histogram equalization
(HE) algorithms [15], [16], [17] are used as pre-processing
to transfer the CT slices in HU to the grayscale format with

range [0, 1], with contrast enhancement effect. The standard
HE [15] usually works only under certain circumstances, i.e.
when the distribution of the pixel intensities of the image
is smooth. Otherwise, HE tends to increase the noise in the
image. There are some other types of HE which are able to
overcome this problem, e.g. adaptive HE [16] and CLAHE
[17]. Fig. 1 (c)—(e) presents the HE results using the standard
HE, adaptive HE and CLAHE on one slice of the treatment
scans, from which we see the CLAHE algorithm achieves the
best quality, with kernel size of the neighbourhood pixels set
to 32x32. Therefore, the CLAHE algorithm will be used to
transfer the whole CT slices in HU to the grayscale format
for the subsequent segmentation task.

III. PRELIMINARY

In this section we recall the work in Fully Convolutional
Networks (FCNs) and GAN, which will be used in the
construction of our approach.

A. Fully Convolutional Networks

FCNs present a basis nowadays for the image segmentation
task when dealing with segmentation of tumours and organs
from CT or MRI images. The accuracy of the CNN generally
relies on the training phase, which requires an enormously
massive set of data [18]. The need for using this technology
in the healthcare sector is demanding, especially in the field
of cancer detection in radiation therapy [19]. In 2015 a fully
CNN encoder-decoder architecture called U-Net was proposed
outperforming most image segmentation methods by utilizing
a smaller amount of trainable parameters [12] compared to
other FCN e.g. [20]. The performance of the networks depends
on the assumption that the objects of interest were annotated
correctly by the annotators, whereas this assumption is not
always true in practice. An elegant solution is to annotate
the scans using multiple evaluators and include them in the
training process. Then a network architecture in [21] can be
used to produce a distribution of segmentations for a given
input image. Thus, multiple plausible and accurate hypothesis
can then be generated to aid the doctor’s work.

In biomedical imaging, the most common architecture used
in segmentation tasks is the U-Net architecture. It is composed
of two parts, namely the encoder and the decoder. The encoder
part captures and encodes the information from the image
by utilizing successively convolutional operations followed by
max pooling. U-Net can also handle more channels in the
input instead of the unit channel. Usually, this refers to the
RGB colour image. This type of network is usually mentioned
as 2.5D in the literature because it utilises more contextual
information from the image slices [22].

B. Generative Adversarial Networks

Another variation in segmentation methods has been based
on GAN [13]. GANSs present a new concept in the training of
neural networks by putting two individual networks — namely
the generator and the discriminator — to compete each other in
a minimax game. The generator tries to learn the distribution of
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the real data so as to reproduce them and fool the discriminator
which acts as a critic. GANs are useful to generate synthetic
data to overcome the lack of training data set dilemma [23].

The conditional GAN (cGAN) [24], a variation of the
original GAN, was firstly introduced in feed forward networks.
An architecture was designed in [25] based on cGAN and
can be adapted to segmentation tasks. The generator network
is simply a U-Net based network while the discriminator is
a ‘patchGAN’ network [26] which evaluates the generator’s
output by evaluating KxK local patches if they are fake or
real. The ‘patchGAN’ discriminator according to [26] seems
more effective as it helps the generator to produce higher
quality samples and penalizes the structure of the generator’s
output locally. The cycle-GAN model was introduced in [27]
for multi-organ nuclei segmentation in histopathology images,
which also inspired us with the construction of the approach
in this paper.

IV. PROPOSED METHODS

In this section we present our realistic-synthetic online
approach for soft organ (e.g. rectum) segmentation in IGRT.
The main goal is to utilize as few annotated CT scans from
patients as possible to achieve the best satisfying segmentation
results in new patient’s scans.

Fig. 2 presents the main workflow of the approach, which
contains two branches after the DICOM data are pre-processed
to retrieve the CT slices. The first branch (top) shows the data
being fed into the FCN network (where the U-Net is used
in our experiments) in order to be trained with a predefined
loss function. The second branch presents the synthetic data
generation module (where cGAN is used in our experiments),
which takes a manual segmentation of the rectum as input and
generates a synthetic image. The generated synthetic image
is also fed into the FCN network in conjunction with the
realistic samples. Note, importantly, that the second branch
can address the issue of the lack of training data. The FCN
network is then trained and outputs a segmentation mask of
the rectum, followed by a post-processing step in order to
remove outliers from the output segmentation mask and just
keep the largest contour which presents the rectum position.
It is worth emphasising that the post-processing is not utilized
for training as it does not present a differentiable module.

This proposed realistic-synthetic pipeline can be trained
with single slice (1-channel) images straightforwardly. It can
also be trained firstly with only the first branch and then, along
with the second branch and the data generation. With respect
to training with three adjacent slices, only the first branch
is utilized. Training with three adjacent slices and predicting
the middle segmentation mask can exploit additional spatial
information from the previous and the next slice leveraging the
relevant position of the rectum which resides closely among
the slices in the spatial axis. If the last part of the rectum
appears in the last indexed slice of the data, in other words,
the last slice of the rectum does not have a slice after it, in
order to form three slices for training, the slice before the first
slice of the rectum will be used.

Dice
Tversky

O
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Dicom FCN
Data Process Process i
GAN
Data Generation

Fig. 2. Realistic-synthetic approach for rectum segmentation in IGRT. Dice
and Tversky represent two different loss functions. The binary image is the
manual segmentation of the rectum, and the grayscale image on the right hand
side of the GAN network is a generated synthetic image.
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Fig. 3. Online training diagram. The dotted lines present the training data set
that is augmented after inference on each patient. The numbers in the blocks
represent each patient.

Together with the realistic-synthetic pipeline shown in Fig.
2, an online training manner is also constructed to enhance the
approach’s learning capability from new CT images retrieved
from different patients, see Fig. 3 using ten patients’ data we
have as an example. In detail, firstly, the first three patients’
data are used to train the realistic-synthetic network shown
in Fig. 2 for a specific amount of epochs. Then the trained
network is used to predict the rectum segmentation masks of
the forth patient, and the predicted segmentation masks are
added back to the training set. Repeat this training process
on each upcoming patient until it reaches the data limit, say
to the eighth patient in our case. The trained network is then
evaluated on the validation data set (i.e., the ninth patient in
our case) to select the best hyper-parameters and tested on the
test data set (i.e., the tenth patient).

Before closing this section, we emphasise that the ap-
proaches developed above can also be adopted for other
segmentation purposes.

V. EXPERIMENTAL RESULTS

The planning scans and treatment scans can be linked via
some proper projections observed by e.g. registration tech-
niques. The slices received during the treatment stage which
contain the rectum can also be easily identified using the prior
knowledge in the planning scans. Therefore, for simplification,
the CT scans received during the treatment stage which contain
the rectum are utilised to train the proposed approach.

The ten patients’ data are separated as follows: five patients
containing 2062 samples are used for training, three patients
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containing 1080 samples are used only for synthetic image
generation in order to avoid biases, one patient containing 379
samples is used for validation, and one patient containing 376
samples is used for test. Moreover, the training was conducted
on cropped patches with size of 256x256 instead of the original
512x512 to ignore the irrelevant information and facilitate the
learning efficiency. The cropping coordinates were obtained
by a thorough inspection of the data set and the position of
the rectum in the slices. Data augmentation techniques such
as random horizontal flipping and rotation of +10 degrees are
also involved for the comparison purpose. The augmentation
techniques are applied randomly with a probability of 0.5.

The accuracy of the approach is measured quantitatively by
utilising the Dice Coefficient, say Spc, defined as

B 25N pigi

)DASED SRR
where p; represents i-th pixel predicted as rectum or not, g;
represents the ground truth of the ¢-th pixel, and e is close
to 0 added to avoid a zero denominator. The Dice similarity
coefficient loss [28] say Lpgc is used as the loss function to
train our approach, i.e., Lpsc =1 — Spc.

For easy of discussion, we name our realistic-synthetic
approach RS-FCN, its first branch R-FCN, and R-FCNpy
when the data augmentation technique is used with R-FCN.
The models in our approaches are trained with a starting
learning rate of 10~ and a weight decay of 10~%. See [27]
for the hyperparameters used to generate our synthetic images.
The code of our approaches is available on GitHub?.

(D

Sbc

A. Results

The rectum segmentation quantitative results using the de-
veloped methods R-FCN, R-FCNp, and RS-FCN are shown
in Table I. In particular, these methods are also tested using
one and three channels (slices) as the training ways. Note
that the RS-FCN method only works with 1 channel setting
(the way of extending it for multi-channel is left for future
investigation). From Table I, we see that for 1 channel setting,
the RS-FCN method achieves the best accuracy, which shows
the effectiveness of the synthetic data generated in its second
branch using cGAN. In particular, the accuracy it achieved is
higher than that of the method R-FCNppa, which shows the
synthetic data is better than the ones generated using data
augmentation techniques. The results using the 3 channels
setting can generally achieve higher accuracy than using 1
channel setting, which is reasonable because of the usefulness
of the spacial information. It is also interesting to notice
that the data augmentation technique is not that useful for
the 3 channels setting, which might be because the spacial
information provides similar/equivalent contribution.

The segmentation performance of the developed methods
via visual cross-validation by comparing with the ground truth
was also conducted. Fig. 4 presents the results of the method
R-FCN with 3 channels setting on three real unseen slices.

Zhttps://github.com/dimimal/deepRectumSegmentation

1 channel 3 channels
R-FCN [ R-FCNpa [ RS-FCN R-FCN [ R-FCNpa
0.76i0'13 [ 0_77:|:0.11 [ 0.79:|:0.11 “ 0.85i0‘10 [ 0.82:|:0'15

TABLE I
SEGMENTATION ACCURACY OF R-FCN, R-FCNpa AND RS-FCN.

Fig. 4. Rectum segmentation using the developed method R-FCN with 3
channels setting. The boundary in white colour presents the ground truth
while the black colour presents the results of our method. The number in
each image is the Dice Coefficient.

These three slices possess different features which all lead
to segmentation difficulty. For example, the first one in Fig.
4 has a tiny black spot inside while the following two have
larger black spots which usually are the gas that resides inside
the rectum; note that the rectum intensity (except for the
black spot) is very close to its adjacent regions. In Fig. 4,
the segmentation results of our method are visualized with
the black colour while the ground truth with white. Also, the
Dice Coefficient is projected on top of each sample. It clearly
shows that our method is able to predict the rectum’s position
with immense precision.

Finally, we test the developed method RS-FCN equipped
with the online training diagram given in Fig. 3. The training
follows the way shown in Fig. 3, i.e., start with the data sets
of three patients, and then involving the following patients
one by one where their rectums are segmented using the pre-
trained network. The training started with 20 epochs initially
for the three patients, and then the online learning with two
epochs for each upcoming patient. The results regarding the
Dice Coefficient are presented in Fig. 5. The horizontal axis
presents the data sets of each patient, while the numbers on the
line depict the number of training samples used at each step. It

—e— 3 Patients

2033 2554
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3134
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Dice Coefficient
=
o
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Fig. 5. Rectum segmentation using the developed method RS-FCN equipped

with the online training diagram. The numbers on the line depict the number

of training samples used at each step.
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shows the excellent performance of the developed method RS-
FCN equipped with the online training diagram, with achieved
Dice Coefficient 0.9 on average, which is comparable with the
segmented result delivered by experts manually.

VI. CONCLUSION

In this paper we developed DL approaches for rectum seg-
mentation in IGRT, presenting the potential of using synthetic
images to address the lack of labelled data in reality in order to
train very deep models. Experiments were conducted to show-
case the excellent performance of the developed approaches,
including the online learning strategy which demonstrated
the feasibility of learning from new patients on-the-fly. The
CT images presented in this paper were gathered explicitly
from patients with prostate cancer and the experiments were
conducted from the CT images obtained during the treatment
phase. The methods developed in the paper however are highly
likely to be adopted for other segmentation purposes.

One of the key findings in this paper is the feasibility of
generating synthetic data and then introducing them during
training large models to obtain satisfactory results. Synthetic
data generation shows the potential of closing the gap of
learning and the limitation of annotated data in medical
applications, which remains a significant issue. In this work,
the models with synthetic data were trained with a similar
amount of realistic data, and quite promising results were
achieved. The online learning at the beginning was crucial to
showcase the stability of the model when learning from new
patients. This is important due to the variability of the rectum
whose shape is deformable.

Based on the above conclusions, the research in the future
should be focused on more sophisticated online learning
schemes and expand the work on synthetic data generation
for 3D slices (or generate multi adjacent slices). This could be
achieved with further fine-tuning of GANs. Moreover, there is
room for improvement with image pre-processing techniques
as the original images usually contain too much noise. As to
adapting the proposed approaches in the industrial section for
medical purposes, a thorough clinical evaluation is compulsory
so that it could be in line with the government’s relevant policy.
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