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Abstract—Recurrent Neural Networks (RNNs) are among the
most successful machine learning models for sequence modelling,
but tend to suffer from an exponential increase in the number
of parameters when dealing with large multidimensional data.
To this end, we develop a multi-linear graph filter framework
for approximating the modelling of hidden states in RNNs,
which is embedded in a tensor network architecture to improve
modelling power and reduce parameter complexity, resulting
in a novel Recurrent Graph Tensor Network (RGTN). The
proposed framework is validated through several multi-way
sequence modelling tasks and benchmarked against traditional
RNNs. By virtue of the domain aware information processing
of graph filters and the expressive power of tensor networks,
we show that the proposed RGTN is capable of not only out-
performing standard RNNs, but also mitigating the Curse of
Dimensionality associated with traditional RNNs, demonstrating
superior properties in terms of performance and complexity.

Index Terms—Recurrent Graph Tensor Networks, Tensor Net-
works, Tensor Decomposition, Graph Neural Networks, Recur-
rent Neural Networks.

I. INTRODUCTION

Graphs and tensors have found numerous applications in
deep learning systems. In this context, graph based methods
have been used to generalize classical convolutional neural net-
works to irregular data domains, with graph neural networks
achieving state-of-the-art results in a number of applications
[1]. On the other hand, tensor methods have been used to
relax the computational complexity of neural networks [2],
as well as to alleviate their notorious “black-box” nature [3],
[4]. These promising results have also highlighted a void in
literature regarding the combination of both techniques in
order to solve deep learning challenges, especially in the area
of sequence modelling. To this end, we introduce a novel
Recurrent Graph Tensor Network (RGTN) framework for
multi-way time-series modelling, which enhances the sequence
modelling ability of Recurrent Neural Networks (RNNs) [5]
through tensor- and graph-theoretic concepts.

The field of Graph Data Analytics (GDA) generalizes tra-
ditional signal processing concepts to irregular domains [6]–
[8], which are naturally represented as graphs. Developments
in GDA have led to a range of spatial and spectral based
techniques that generalize the notion of frequency and locality

to irregular data, allowing for the processing of signals while
taking into account the underlying data domain [9]. Several
concepts developed in GDA have found applications in deep
learning, where graph filters can be implemented across multi-
ple graph neural network layers to incorporate graph topology
information [1].

Tensors are multi-linear generalization of vectors and matri-
ces to multi-way arrays, which allows for a richer representa-
tion by not limiting the data to the classical “flat-view” matrix
approaches [10]. Recent developments in tensor manipulation
have led to Tensor Decomposition (TD) techniques that can
represent high dimensional tensors through a contracting net-
work of smaller core tensors. Such TD techniques can be used
to compress the number of parameters needed to represent
high-dimensional data, and have already found applications in
deep learning. Notably, it has been shown that TD techniques,
such as the Tensor-Train Decomposition (TTD) [11], can be
used to compress neural networks considerably while main-
taining comparable performance [2], [12], [13].

However, despite promising results achieved in both indi-
vidual fields, the full potential arising from the combination
of graphs, tensors, and neural networks is yet to be explored,
especially in the area of sequence modelling. To this end, we
set out to investigate the extent to which a careful domain
consideration of tensors and graphs can improve the complex-
ity and performance of RNNs, by leveraging the theoretical
frameworks underpinning graph machine learning and tensor
networks. More specifically, we establish a novel structure
for the modelling of RNN hidden states through a multi-
linear graph filter embedded in a tensor network architecture,
leading to a novel Recurrent Graph Tensor Network (RGTN)
framework. The so derived RGTN exploits both the ability
of graphs to process data defined on irregular time-domains
and the expressive power of tensor decomposition, resulting
in a new class of expressive models with drastically lower
complexity compared to standard RNNs. Our experimental
results confirm the superiority of the proposed RGTN models,
demonstrating desirable properties in terms of both perfor-
mance and complexity across several multi-way sequence
modelling tasks.
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II. THEORETICAL BACKGROUND

A. Spatial Graph Filters

A graph G = {V, E} is defined by a set of N vertices
(or nodes) vn ⊂ V for n = 1, . . . , N , and a set of edges
connecting the nth and mth vertices enm = (vn, vm) ∈ E , for
n = 1, . . . , N and m = 1, . . . , N . A signal on a given graph
is defined by a vector f ∈ RN such that f : V → R, which
associates a signal value to every node on the graph [6].

A given graph can be fully described in terms of its
weighted adjacency matrix, A ∈ RN×N , such that anm > 0
if enm ∈ E , and anm = 0 if enm /∈ E . The normalized
weighted adjacency matrix is defined as Ã = D− 1

2 AD− 1
2 ,

where D ∈ RN×N is the diagonal degree matrix such that
dnn =

∑
m anm [6]. The weighted adjacency matrix can be

used as a shift operator to filter a set of M signals on a graph
with N vertices, X ∈ RN×M , as Y =

∑K−1
k=0 αkAkX. Such a

spatial graph filter represents a linear combination of vertex-
shifted graph signals, which captures graph information at a
local level [7].

B. Tensors and Tensor Networks

An order-N tensor, X ∈ RI1×I2×···×IN , represents an N -
way array with N modes, where the nth mode is of size In, for
n = 1, 2, . . . , N . Special instances of tensors include matrices
(X ∈ RI1×I2 ), vectors (x ∈ RI1 ), and scalars (x ∈ R),
which are respectively tensors of order-2, 1, and 0. The
(i1, i2, . . . , iN ) entry of a tensor is denoted by xi1i2···iN ∈ R.
A matrix can be reshaped into a tensor through a process
known as tensorization [10], denoted by the operator ten(·).
A tensor can also be reshaped into a vector through the
vectorization process, denoted by the operator vec(·). The
tensor indices in this paper are grouped according to the Little-
Endian convention [14].

An (m,n)-contraction [10], denoted by ×mn , between an
N -th order tensor, A ∈ RI1×···×In×···×IN , and an M -
th order tensor, B ∈ RJ1×···×Jm×···×JM , with equal di-
mensions In = Jm, yields a tensor of order (N + M −
2), C ∈ RI1×···×In−1×In+1×···×IN×J1×···×Jm−1×Jm+1×···×JM ,
with entries defined as:

ci1...in−1in+1...iN j1...jm−1jm+1...jM

=

In∑
in=1

ai1...in−1inin+1...iN bj1...jm−1injm+1...jM

(1)

The contraction, A×1
2 B, denotes the standard matrix multipli-

cation between A ∈ RI1×I2 and B ∈ RJ1×J2 , where I2 = J1.
A (left) Kronecker product between two tensors, A ∈

RI1×···×IN and B ∈ RJ1×···×JN , denoted by ⊗, yields a
tensor of the same order, C ∈ RI1J1×···×INJN , with entries
ci1j1,...,iN jN = ai1...iN bj1...jN , where injn = jn + (in − 1)Jn
[10]. For the special case of matrices A ∈ RI1×I2 and
B ∈ RJ1×J2 , the Kronecker product yields a block-matrix:

A⊗ B =

ai1i2B · · · ai1I2B
...

. . .
...

aI1i2B · · · aI1I2B

 (2)

Fig. 1. Tensor Network diagram of Tensor-Train Decomposition for an order-
4 tensor, X ∈ RI1×I2×I3×I4 , according to (3). The dimensionality of the
tensors are denoted in gray letters.

A Tensor Network (TN) admits a graphical representation
of tensor contractions, whereby each tensor is represented as
a node, while the number of edges that extend from that node
corresponds to the tensor order [15]. An edge connecting two
nodes represents a linear contraction over modes of equal
dimensions between the connected tensors.

Special instances of tensor networks include Tensor Decom-
position (TD) networks. Such TD methods approximate high-
order, large-dimensional tensors via contractions of smaller
core tensors, which reduces the computational complexity
drastically while preserving the data structure [15], [16]. For
instance, the Tensor-Train (TT) decomposition [17] [11] is a
highly efficient TD method that can decompose a large order-
N tensor, X ∈ RI1×I2×···×IN , into N smaller core tensors,
G(n) ∈ RRn−1×In×Rn , as:

X = G(1) ×1
2 G(2) ×1

3 G(3) ×1
3 · · · ×1

3 G(N) (3)

where the set of Rn for n = 0, . . . , N and R0 = RN = 1
is referred to as the TT-rank. By virtue of TT, the number
of entries in the original tensor is drastically reduced from
an exponential

∏N
n=1 In to a linear

∑N
n=1Rn−1InRn in the

dimensions In, which is highly efficient for high N and low
TT-rank. An illustration of TT decomposition in TN notation
is provided in Figure 1.

C. Recurrent Neural Networks

Recurrent Neural Networks (RNNs) [5] [18] are among the
most successful deep learning tools for sequence modelling.
A standard RNN layer captures time-varying dependencies by
processing hidden states, ht ∈ RM , at time t through feedback
(or recurrent) weights as:

ht = σh(W
(h)ht−1 +W(x)xt + b(h)) (4)

where ht−1 ∈ RM is the hidden state vector from the previous
time-step, xt ∈ RN is the input features vector at time t,
W(h) ∈ RM×M is the feedback matrix, W(x) ∈ RM×N is
the input weight matrix, b(h) ∈ RM is an optional bias vector,
and σh(·) is an optional element-wise activation function.

Finally, after extracting the hidden states, these can be
passed through additional weight matrices to generate outputs,
yt ∈ RP at time t, in the form:

yt = σy(W
(y)ht + b(y)) (5)

where W(y) ∈ RP×M is the output weight matrix, ht is the
hidden state at time t, b(y) is an optional bias vector, and σy(·)
is an optional element-wise activation function.
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III. RECURRENT GRAPH TENSOR NETWORKS

A. General Recurrent Graph Tensor Networks

Consider the RNN forward pass in (4) without the optional
bias vector and activation function:

ht = W(h)ht−1 +W(x)xt (6)

Denote x̂t = W(x)xt ∈ RM , for t = 1, . . . , τ time-steps; then
(6) can be written in a block-matrix form:

hτ
hτ−1

...
h1

 =


(W(h))

0
(W(h))

1 · · · (W(h))
τ−1

0 (W(h))
0 · · · (W(h))

τ−2

...
...

. . .
...

0 0 · · · (W(h))
0




x̂τ
x̂τ−1

...
x̂1


(7)

We now define: (i) X ∈ Rτ×N , as the input matrix generated
by stacking row-vectors, xt, over τ successive time-steps; (ii)
X̂ ∈ Rτ×M , as X̂ = X×2

2W(x); (iii) H ∈ Rτ×M , as the matrix
generated by stacking hidden state vectors, ht, as row-vectors
over τ time-steps; and (iv) R ∈ RτM×τM , as the block matrix
composed by the powers of W(h) from (7). This allows (7) to
be expressed compactly as:

vec(H) = R×1
2 vec(X̂) (8)

Without loss of generality, we shall further restrict the
feedback matrix, W(h), to be a scaled idempotent matrix,
that is W(h) = cW(r), where c is a positive scaling constant
strictly less than 1, and W(r) is an idempotent matrix that
models how information propagates between successive time-
steps. For this setup, the feedback matrix has the property
(W(h))

p
= cpW(r), for p > 0. This allows the block matrix

R to be decomposed as:

R = I + A⊗W(r) (9)

where A ∈ Rτ×τ contains the constants cp, as:

A =


0 c1 · · · cτ−1

0 0 · · · cτ−2

...
...

. . .
...

0 0 · · · 0

 (10)

Note that the matrix, A, can be interpreted as the weighted
graph adjacency matrix connecting τ successive time-steps
as vertices (nodes). This also justifies its triangular (directed)
nature, since only past information can influence future states
but not vice-versa.

We now denote, R ∈ Rτ×M×τ×M , as the 4-th order
tensorization of R, that is R = ten(I + A ⊗ W(r)); this
allows us to simplify the expression in (8) via a double tensor
contraction, and express the general Recurrent Graph Tensor
Network filtering operation in its complete form as:

H = R×1,2
3,4 X×2

2 W(x) (11)

The proposed filtering operation in (11) can be used to
extract features from time-series data, X, in a neural network.
We will refer to such neural network models as general
Recurrent Graph Tensor Networks (gRGTN).

B. Simplified Recurrent Graph Tensor Networks

To establish a link between the proposed RGTN filtering
operation and classical spatial graph filters, we shall now
consider a special case of equation (11).

Consider a special case where W(r) = I. This implies that
W(h) = cI, which simplifies the hidden state evolution in (6)
as ht = cht−1 + x̂t. This corresponds a simplified system
model where the past information is propagated to the future
with a scaling constant of c. This simplifies (11) as:

H = R×1,2
3,4 X×2

2 W(x)

= ten(I + A⊗W(r))×1,2
3,4 (X×2

2 W(x))

= ten(I + A⊗ I)×1,2
3,4 (X×2

2 W(x))

= (I + A)×1
2 (X×2

2 W(x))

= (I + A)×1
2 X̂

(12)

Notice that (12) is equivalent to H =
∑K−1
k=0 αkAkX̂, which

is precisely a spatial graph filter as discussed in Section II-A,
where K = 2, αk = 1, and A is the weighted graph adjacency
matrix that enforces the directed flow of time. We will refer to
neural networks employing equation (12) for feature extraction
as simplified Recurrent Graph Tensor Networks (sRGTN).

C. Tensor Network Formulation

Fig. 2. Tensor Network (TN) diagram of the gRGTN filtering operation (left)
according to (11), and the sRGTN filtering operation (right) according to (12).
The nodes of the TN diagram represent different tensors, while the edges
represent tensor contractions over common dimensions between tensors. The
dimensions of different tensors are denoted in gray letters.

Consider the gRGTN filtering operation in (11). The multi-
linear nature of the tensor R and the associated double
tensor contraction naturally admits a Tensor Network (TN)
representation, as shown in Figure 2 (left). Similarly, the
sRGTN filtering in (12) also admits a TN representation with a
simpler topology, as shown in Figure 2 (right). This allows the
hidden state modelling operation to benefit from the enhanced
expressive power of tensors, which are not limited to the
standard “flat-view” matrix methods [15], [16].

By integrating the concept of graph filtering in a TN
framework, we can easily design network architectures for
processing time-series data of any modalities, as well as
leverage on the power of tensor decomposition to boost
its expressive power while maintaining low complexity. For
illustration, Figure 3 shows TN models designed to process
multi-way time series data as order-3 input tensors (i.e. the
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TABLE I
EXPERIMENT DATA MODALITIES

Mode 1 Mode 2 Mode 3
Physical Mode Dimension Physical Mode Dimension Physical Mode Dimension

Air Quality Forecasting Time 6 Site 12 Air Quality Features 27
Temperature Forecasting Time 6 City 14 Temperature Features 4
House Price Forecasting Time 6 House Type 4 Price Index Features 2
Activity Recognition Time 24 Sensor 3 Measurement Features 3

time-series features are indexed along a time-mode and an
additional physical mode), which uses appropriate Tensor-
Train (TT) networks to process filtered multi-way time-series
data.

Fig. 3. A gRGTN model (top) and a sRGTN model (bottom) designed to
handle order-3 input time-series tensors. In addition to the proposed filtering
operations, it leverages on the power of Tensor-Train (TT) decomposition
networks (in yellow) to achieve high expressive power at low parameter
complexity, which is inherently compatible with the multi-way nature of the
RGTN framework.

Remark 1: The double tensor contraction with R in gRGTN
implies a stronger coupling of features with the underlying
time-domain represented in graph form, thus yielding en-
hanced expressive power over the decoupled contractions in
sRGTN.

Remark 2: The Tensor-Train layers in Figure 3 can be
interpreted as tensorized fully-connected neural network layers
compressed via Tensor-Train decomposition, which drastically
reduces the number of parameters required to achieve the same
expressive power [2], [12].

IV. EXPERIMENTS
A. Datasets

To validate the expressive power of the proposed gRGTN
and sRGTN models, we verified their performance in a number
of multi-way time-series modelling tasks, including:

1) Beijing Multi-Site Air Quality Forecasting [19]. This
dataset consists of various air quality measurements
obtained across 12 different sites in China recorded at
an hourly rate. The learning task for this dataset is to
forecast the air quality level across all 12 sites in the
next hour.

2) Global Land Temperature Forecasting [20]. This dataset
consists of monthly temperature recordings obtained
across multiple cities around the world. The learning
task for this dataset is to forecast the average temperature
across 14 major cities in India during the next month.

3) Liverpool House Price Forecasting [21]. This dataset
consists of monthly price indices across 4 different types
of houses in Liverpool, United Kingdom. The learning
task for this dataset is to forecast the price indices of
different house types in the next month.

4) Multi-Sensor Activity Recognition [22]. This dataset
consists of multi-sensor measurements of human bod-
ies when performing different physical activities. The
learning task for this dataset is to classify the physical
activity from the multi-sensor measurements.

All of the considered data are multi-modal time-series tensors
of order-3. The exact modalities of the input data tensors are
summarized in Table I.

B. Benchmark Models and Metrics

We compared the performance of the proposed gRGTN
and sRGTN models against standard RNN, GRU, and LSTM
based neural networks. For comparable results, all models have
the exact same model architecture, hidden units, activation
functions, and training method, with the only differences
being: (i) the feature extraction layer used, which can be based
on gRGTN, sRGTN, RNN, GRU, or LSTM, and (ii) the fully-
connected dense layers, which are replaced by the equivalent
TT networks for gRGTN and sRGTN as shown in Figure 3
[2]. For more details, please refer to the full experiment code
provided on GitHub1.

We compared the considered models across the proposed
experiments both in terms of performance and complexity. In
terms of performance metrics, we used out-of-sample Mean
Absolute Error (MAE) for the regressions tasks related to
datasets (1), (2), and (3), and classification accuracy for the
classification task related to dataset (4). In terms of complexity,
we compare the number of trainable parameters needed to
achieve the same model specifications.

1The code is available on www.github.com/gylx/RGTN
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TABLE II
PERFORMANCE AND COMPLEXITY OF THE CONSIDERED MODELS.

Test Set Score gRGTN sRGTN RNN GRU LSTM
Air Quality Forecasting (MAE) 0.01598 0.01742 0.01872 0.01706 0.01652
Temperature Forecasting (MAE) 0.20959 0.27491 0.19905 0.18050 0.17744
House Price Forecasting (MAE) 0.72946 0.76768 0.71195 0.74081 0.73463
Activity Classification (Accuracy) 79.883% 78.740% 50.731% 79.398% 78.629%

Number of Trainable Parameters gRGTN sRGTN RNN GRU LSTM
Air Quality Forecasting 556 492 2844 8196 10836
Temperature Forecasting 406 342 718 1782 2278
House Price Forecasting 220 156 244 540 652
Activity Classification 301 237 261 573 693

C. Experiment Results

The experiment results are summarized in Table II. The top
table shows the test set performance for three regression tasks
(measured in MAE) and one classification task (measured in
accuracy) achieved by the considered models. The bottom
table shows the corresponding number of trainable parameters
needed for each task.

By virtue of its graph and tensor structure, the proposed
gRGTN model achieved the best performance overall, obtain-
ing the highest score for 2 out of 4 datasets, while using
drastically less number of trainable parameters compared to
standard RNN, GRU, and LSTM models. On the other hand,
the sRGTN model achieved the lowest parameter complexity
due to its approximation assumption of W(r) = I, but at the
cost of marginally reduced performance.

V. CONCLUSION

We have introduced a novel Recurrent Graph Tensor Net-
work (RGTN) framework for modelling time-series data, by
combining the expressive power of tensor networks with the
ability of graphs to account for the structure underlying time-
series data. Experiment results have verified the desirable
properties of the proposed RGTN framework, which outper-
formed standard RNN, GRU, and LSTM models across mul-
tiple time-series modelling tasks, and at a drastically reduced
parameter complexity.
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