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#### Abstract

The detection and tracking of space targets moving in the low Earth orbit (LEO) region is an important emerging radar application. In this paper, we consider maximum likelihood direction of arrival (DOA) estimation for LEO targets using a phased array radar system. We validate a linear DOA motion model using a Kepler orbit assumption and demonstrate the effect of the chosen model for the estimation results in terms of DOA estimation bias, variance and SNR loss.
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## I. Introduction

Direction of arrival (DOA) estimation is an important task of a phased array radar system. Typically, the signal processing relies on applying the matched filter (MF). Locating the DOA that maximizes the MF output is equivalent to maximum likelihood (ML) estimation (considering a single target) [1], [2]. For a given array, the signal-to-noise ratio (SNR) needs to be increased for improving the estimation accuracy of ML. This can be achieved by integrating a number of pulses during a coherent processing interval (CPI). When estimating the parameters of a moving target, the MF signal model needs to include all of the target motion parameters that affect the phase of the received signal. Otherwise, the SNR and the motion estimation accuracy degrade.

An important emerging radar application is space surveillance: the detection and tracking of targets moving in the low Earth orbit (LEO) region. In this space surveillance scenario, a ground-based radar system is used to accurately determine the orbits of satellites and space debris particles to avoid possible collisions [3]. A number of advanced systems are currently operating or being developed for this purpose [4]-[7].

Due to the kinematics of LEO targets, their motion parameters (range, Doppler, and DOA) change significantly even for relatively short CPI lengths of less than a second. The range and Doppler motion models and MF formulation for LEO targets have been considered in [8]-[10]. To obtain the best possible SNR gain from the entire CPI, the DOA motion model also needs to be carefully analyzed. An inadequate model leads to degraded DOA estimation accuracy (increased bias and variance), which results in a poorer orbit estimation accuracy.

Previously, ML DOA estimation has been considered in the case of changing target amplitude in [11], [12]. However,
these references only take into account the amplitude change due the antenna scan pattern, not the DOA change due the target motion. Estimating the DOA of moving targets has been previously considered e.g. in [13] in the context of a passive phased array. In this paper, we apply a similar approach for an active radar sensor and LEO targets.
The contribution of this paper is two-fold:

1) We validate a linear DOA motion model during the CPI for a LEO target using a Kepler orbit assumption, and
2) we demonstrate the effect of the chosen model for the estimation results in terms of DOA bias, variance and SNR loss.
The paper is structured as follows: After introducing the background of ML DOA estimation in Section II, we analyze the DOA kinematics of Kepler targets and formulate a linear DOA motion model in Section III. Section IV presents a numerical validation of the model and demonstrates the achieved estimation accuracy, while Section V concludes our findings.

## II. Theoretical Background

In this section, we describe the signal model and the conventional ML DOA estimator. We denote by $\theta$ the elevation angle of the target, and by $\phi$ the azimuth angle. The directional cosine vector is defined as $\boldsymbol{u}=\left[\begin{array}{ll}u & v\end{array}\right]^{T}=\left[\begin{array}{lll}\sin \theta \cos \phi & \sin \theta \sin \phi\end{array}\right]^{T}$.

## A. Signal Model

We consider a 2D phased array radar system consisting of $N$ elements. When $N$ is large, the radar system typically employs a so-called beamspace transformation to reduce the data dimension. The reduced dimension leads to a reduced computational burden for the DOA estimation. We use the signal model described in [14], [15] for the beamspace data of the $m$ th pulse ( $m=0, \ldots, K-1$ ), i.e.

$$
\begin{equation*}
\boldsymbol{s}_{m}=\boldsymbol{B}^{H} a_{m}\left(\boldsymbol{u}_{m}\right) \boldsymbol{d}\left(\boldsymbol{u}_{m}\right)+\boldsymbol{B}^{H} \boldsymbol{n}_{m}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{B} \in \mathbb{C}^{N \times L}$ is the beamformer, $\boldsymbol{d}(\boldsymbol{u}) \in \mathbb{C}^{N \times 1}$ is the array steering vector, $a_{m}(\boldsymbol{u}) \in \mathbb{C}$ is the complex amplitude, and $\boldsymbol{n}_{m} \in \mathbb{C}^{N \times 1}$ is complex white Gaussian noise. Furthermore, $L$ is the beamspace dimension (i.e. the number of receive channels). We consider a CPI comprising $K$ pulses, during which the DOA $\boldsymbol{u}_{m}$ changes according to the motion


Fig. 1. A schematic illustration of using an inadequate DOA motion model in ML estimation. The various undesirable effects are marked in purple.
of the target. In addition, the amplitude $a_{m}$ also changes due to the changing target range and location inside the transmit beam of the array.

## B. Maximum Likelihood Estimation

Assuming the target signal is independent from pulse to pulse, the ML estimator maximizes the joint probability density function [16]

$$
\begin{align*}
& p\left(\boldsymbol{s}_{0}, \ldots, \boldsymbol{s}_{K-1} \mid a_{0}, \ldots, a_{K-1}, \boldsymbol{u}_{0}, \ldots, \boldsymbol{u}_{K-1}, \boldsymbol{Q}\right)= \\
& \prod_{m=0}^{K-1} p\left(\boldsymbol{s}_{m} \mid a_{m}, \boldsymbol{u}_{m}, \boldsymbol{Q}_{m}\right) \tag{2}
\end{align*}
$$

where the likelihood function of the $m$ th pulse (assuming white Gaussian noise) is

$$
\begin{align*}
& p\left(\boldsymbol{s}_{m} \mid a_{m}, \boldsymbol{u}_{m}, \boldsymbol{Q}_{m}\right)= \\
& \frac{1}{\pi^{N}\left|\boldsymbol{Q}_{m}\right|} e^{-\left(\boldsymbol{s}_{m}-a_{m} \boldsymbol{V}\left(\boldsymbol{u}_{m}\right)\right)^{H} \boldsymbol{Q}_{m}^{-1}\left(\boldsymbol{s}_{m}-a_{m} \boldsymbol{V}\left(\boldsymbol{u}_{m}\right)\right)} \tag{3}
\end{align*}
$$

and $V\left(\boldsymbol{u}_{m}\right)=\boldsymbol{B}^{H} \boldsymbol{d}\left(\boldsymbol{u}_{m}\right)$. For the case of identically and independently distributed noise samples, the $L \times L$ noise covariance matrix is $\boldsymbol{Q}_{m}=\boldsymbol{Q}=\boldsymbol{B}^{H} \boldsymbol{R} \boldsymbol{B}$, where $\boldsymbol{R}=E\left\{\boldsymbol{n} \boldsymbol{n}^{H}\right\}$.
The alternative approach assumes a constant DOA and amplitude for all the pulses within the CPI. Thus, maximizing (2) simplifies into [2]

$$
\begin{equation*}
\hat{\boldsymbol{u}}=\underset{\boldsymbol{u}}{\arg \max } \sum_{m=0}^{K-1}\left|\boldsymbol{w}^{H}(\boldsymbol{u}) \boldsymbol{s}_{m}\right|^{2} \tag{4}
\end{equation*}
$$

with the weight vector

$$
\begin{equation*}
\boldsymbol{w}(\boldsymbol{u})=\frac{\boldsymbol{Q}^{-1} \boldsymbol{V}(\boldsymbol{u})}{\sqrt{\boldsymbol{V}^{H}(\boldsymbol{u}) \boldsymbol{Q}^{-1} \boldsymbol{V}(\boldsymbol{u})}} \tag{5}
\end{equation*}
$$

The amplitude estimation of the $m$ th pulse can be solved in closed form as [2]

$$
\begin{equation*}
\hat{a}_{m}(\hat{\boldsymbol{u}})=\frac{\boldsymbol{V}^{H}(\hat{\boldsymbol{u}}) \boldsymbol{Q}^{-1} \boldsymbol{s}_{m}}{\boldsymbol{V}^{H}(\hat{\boldsymbol{u}}) \boldsymbol{Q}^{-1} \boldsymbol{V}(\hat{\boldsymbol{u}})}, \tag{6}
\end{equation*}
$$

and the estimated integrated power as

$$
\begin{equation*}
\hat{A}=\sum_{m=0}^{K-1}\left|\hat{a}_{m}(\hat{\boldsymbol{u}})\right|^{2}=K|\hat{a}(\hat{\boldsymbol{u}})|^{2} . \tag{7}
\end{equation*}
$$

For every $\hat{\boldsymbol{u}}$ under test, a detection is declared according to the well-known Neyman-Pearson test [16]: A target is detected if $\hat{A}$ is bigger than a pre-defined threshold corresponding to a maximum allowed false alarm rate.

When the DOA changes linearly from pulse to pulse (i.e. $\Delta \boldsymbol{u}_{m}=\boldsymbol{u}_{m}-\boldsymbol{u}_{m-1}=\boldsymbol{c}$, where $\boldsymbol{c} \in \mathbb{R}^{2 \times 1}$ is a constant vector) and the amplitude $a_{m}$ is constant, the ML DOA estimation result from (4) is the average DOA during the CPI. The likelihood function in (4) is a sum of single pulse contributions, which amplify each other the most for the middle value $\boldsymbol{u}_{\lfloor K / 2\rceil}$. However, when the received signal amplitude changes with every pulse, the estimate is no longer the average. For example, if the signal amplitude monotonically decreases from pulse to pulse, there is an estimation bias towards the DOA at the beginning of the CPI.

From (6) we also see that a bias in $\hat{\boldsymbol{u}}$ decreases the magnitude of the estimated power - degrading the SNR. As a result, the probability of detection $P_{D}$ is also decreased. Furthermore, a degraded SNR leads to an increased estimation variances $\sigma_{u}^{2}$ and $\sigma_{a}^{2}$ for both the target DOA and amplitude, respectively. This process is illustrated in Fig. 1. To avoid these undesirable effects, the constant DOA model must be replaced by a suitable time-dependent model in the ML estimation.

## III. ML DOA estimation for LEO targets

In this section, we consider the motion model required for accurate DOA estimation of a Keplerian target. First, we consider the exact DOA model during the CPI. Then, we formulate the ML problem with a time-dependent DOA model $\boldsymbol{u}_{m}$. Without loss of generality, we analyze orbits with $\phi=0$, i. e. a case where the target's orbit passes right above the radar station.

## A. Kepler Orbit Kinematics

We base our formulations on [17] to model the DOA change as a function of time, during a single CPI. Several basic relationships help to find the true anomaly $\vartheta$ (angle from perigee, taken from Earth's center) as a function of time. The distance between the target and Earth'c center is given by

$$
\begin{equation*}
R_{\mathrm{orb}}=a \frac{1-e_{c}^{2}}{1+e_{c} \cos \vartheta} \tag{8}
\end{equation*}
$$

where $a=\left(r_{p}+r_{a}\right) / 2$, and $r_{p}, r_{a}$ are the perigee and apogee radius, respectively. The orbit's eccentricity is $e_{c}$. The period of the orbit can be expressed as

$$
\begin{equation*}
T=2 \pi \sqrt{\frac{a^{3}}{\mu}} \tag{9}
\end{equation*}
$$

where $\mu=398600$ is the standard gravitational constant. The mean anomaly (auxiliary variable) is given by

$$
\begin{equation*}
M_{e}(t)=\frac{2 \pi t}{T} \tag{10}
\end{equation*}
$$



Fig. 2. The directional cosine $u$ (top) and its change rate $d u / d t$ (bottom) of a Keplerian target for a single CPI. The observed behavior is linear to a very high degree of accuracy.
and the eccentric anomaly $E_{a}$ is expressed in

$$
\begin{equation*}
M_{e}(t)=E_{a}(t)-\sin E_{a}(t) \tag{11}
\end{equation*}
$$

The angle $\vartheta$ can be calculated as a function of time as

$$
\begin{equation*}
\vartheta(t)=2 \tan ^{-1}\left(\sqrt{\frac{1+e_{c}}{1-e_{c}}} \tan \frac{E_{a}(t)}{2}\right) . \tag{12}
\end{equation*}
$$

Due to the (11), the angle $\vartheta(t)$ during the CPI needs to be evaluated numerically. This procedure is carried out as follows: Given the length of the CPI, denoted as $T_{\text {CPI }}$, we can evaluate $M_{e}$ from (10) as a function of time for $0 \leq t \leq T_{\mathrm{CPI}}$. The next step is solving the transcendental equation (11) using an iterative procedure as described in [17]. Finally, the values of $E_{a}$ are used to compute $\vartheta(t)$ according to (12).

The final step converts the true anomaly $\vartheta$ into the radar's elevation angle $\theta$. We use the cosine theorem to express $r$ as

$$
\begin{equation*}
r=\sqrt{R_{\mathrm{E}}^{2}+R_{\mathrm{orb}}^{2}-2 R_{\mathrm{E}} R_{\mathrm{orb}} \cos \vartheta} \tag{13}
\end{equation*}
$$

and the sine theorem to calculate $\gamma$ as

$$
\begin{equation*}
\sin \gamma=\frac{R_{\text {orb }}}{r} \sin \vartheta \tag{14}
\end{equation*}
$$

We denote Earth's radius as $R_{\mathrm{E}}$. The radar elevation angle is $\theta=\pi-\gamma$. Plugging in $r$ from (13) into (14) yields

$$
\begin{equation*}
\theta(t)=\pi-\arcsin \left(\frac{R_{\mathrm{orb}} \sin \vartheta(t)}{r}\right) \tag{15}
\end{equation*}
$$

## B. ML with Linear DOA Motion

In the case where the target DOA during the CPI can be approximated by a linear model, the DOA of each pulse can be expressed as

$$
\boldsymbol{u}_{m}=\left[\begin{array}{l}
u_{0}+\alpha_{u} m  \tag{16}\\
v_{0}+\alpha_{v} m
\end{array}\right]
$$

with initial position $\boldsymbol{u}_{0}=\left[\begin{array}{ll}u_{0} & v_{0}\end{array}\right]^{T}$ and slope $\boldsymbol{\alpha}=\left[\begin{array}{ll}\alpha_{u} & \alpha_{v}\end{array}\right]^{T}$. In contrast to the constant model in (4), there are now two additional parameters to estimate. The ML estimation problem is now given by

$$
\begin{equation*}
\left(\hat{\boldsymbol{u}}_{0}, \hat{\boldsymbol{\alpha}}\right)=\underset{\boldsymbol{u}_{0}, \boldsymbol{\alpha}}{\arg \max } \sum_{m=0}^{K-1}\left|\boldsymbol{w}^{H}\left(\boldsymbol{u}_{0}+\boldsymbol{\alpha} m\right) \boldsymbol{s}_{m}\right|^{2} \tag{17}
\end{equation*}
$$

This was solved using an iterative 2D grid search. The estimated DOA of the $m$ th pulse is now

$$
\begin{equation*}
\hat{\boldsymbol{u}}_{m}=\hat{\boldsymbol{u}}_{0}+\hat{\boldsymbol{\alpha}}(m-1), \tag{18}
\end{equation*}
$$

and the estimated average DOA is given by

$$
\begin{equation*}
\hat{\boldsymbol{u}}=E\left[\hat{\boldsymbol{u}}_{m}\right] \tag{19}
\end{equation*}
$$

where $E[\cdot]$ denotes the mean. The estimated integrated power from (7) is modified to yield

$$
\begin{equation*}
\hat{A}=\sum_{m=0}^{K-1}\left|\hat{a}_{m}\left(\hat{\boldsymbol{u}}_{m}\right)\right|^{2} \tag{20}
\end{equation*}
$$

## IV. Numerical Results

In this section, we demonstrate the DOA estimation of LEO targets with the GESTRA system [6], [9]. The radar parameters for the simulations are the following: The transmit beamwidth of the array $B W=6^{\circ}$, the number of pulses during the CPI $K=24$ with a PRF of $30[\mathrm{~Hz}]$, resulting in $T_{\text {CPI }}=0.8 \mathrm{~s}$, the number of antenna elements $N=256$. The beamformer $\boldsymbol{B}$ used transformed the data into $L=16$ steered sumbeams with a rectangular pattern of beam positions, corresponding to the paving beamformer in [14].

To intercept signals outside of the 3 dB Tx BW, we consider for this scenario a spatial Rx coverage area of $B W_{R x}=12^{\circ}$, $300 \leq r \leq 3000 \mathrm{~km}$ and eccentricity $0 \leq e_{c} \leq 0.25$. Since we set $\phi=\overline{0^{\circ}}$, we note that $\boldsymbol{u}=\left[\begin{array}{lll}\sin \theta & 0\end{array}\right]^{T}$ and treat the DOA as $u=\sin \theta$ in the remainder of the text.

## A. Linear Model Validation

To validate that a linear model is accurate for a LEO Keplerian target during a single CPI, we consider the worst case scenario (maximum possible acceleration in DOA). If the linear model holds for this scenario, it applies for every other possible target scenario as well.

For this purpose, we chose an elliptical orbit, where the zenith of the radar and the orbit's perigee are pointing in the


Fig. 3. Comparison of location estimation biases between the constant (top) and linear model (center). SNR comparison of both models (bottom) shows negligible values.
same direction. The target motion starts from zenith $\theta=0^{\circ}$ and $u=0$ ) with increasing angle values. We choose the values of $r=300 \mathrm{~km}$ as the orbit height at perigee, and target eccentricity of $e_{c}=0.25$ to produce the highest DOA change during the CPI.

We plot the DOA and DOA change rate (first order derivative) in Fig. 2 (for various target ranges). We see that the maximum DOA change (corresponding to the fastest moving
target) within a single CPI is $u=0.022$, which corresponds to $\theta=1.36^{\circ}$. More importantly, the DOA has a constant change rate for all the ranges, with zero acceleration (below $2 \cdot 10^{-5} 1 / \mathrm{s}^{2}$ ). We also see that as the target range increases, the DOA change rate is decreasing. Therefore, we conclude that a linear DOA motion model can be applied for GESTRA in the space surveillance application.

For other radar systems (and LEO objects), the linear model validity depends on the CPI length. A useful method for determining the maximum CPI length for any system for LEO targets has been considered in [10]. This method, which is based on the target's radar cross section decorrelation properties, gives the maximum CPI length of about 2 s for a relatively small satellite (of dimension $5.2 \mathrm{~m} \times 2.11 \mathrm{~m} \times 2.12 \mathrm{~m}$ ). By extending the calculations shown in Fig. 2, we observed that a very long CPI with $T_{\text {CPI }} \approx 8 \mathrm{~s}$ using $10 K$ pulses still maintained a linear DOA behavior to a very high degree of accuracy (less than $3 \%$ of relative change in $d u / d t$ ).

In practice, the maximum achievable CPI length is limited by $B W$, since the target must be detectable during the entire CPI . Another contributing factor is the ratio $\Delta \theta_{C P I} / B W$ (which was 0.23 in our example), where $\Delta \theta_{C P I}=\theta_{K-1}-\theta_{0}$. When this ratio is high, the amplitude change during the CPI increases significantly. When the ratio is small, the amplitude stays approximately constant (excluding target rotation effects), and a constant DOA model yields close to optimal results.

## B. Amplitude Calculation

To calculate the changing amplitude of the received signal within a single CPI, we use the simulated DOA motion from the previous section. For each value $\theta_{m}$ the signal amplitude $a_{m}$ is calculated assuming a Gaussian beamshape with a beamwidth of $B W$ degrees centered around the angle $\theta_{s t}$ for the transmitted signal. This corresponds to a target motion within the CPI that is not centered around the array's steering angle (since the target starts from $\theta_{0}=0^{\circ} \neq \theta_{s t}$ ).

## C. Estimation Accuracy Comparison

Next, we compare the estimation accuracy of the linear motion model with the constant model. We calculate the estimation bias for targets within $r^{i} \in[300,3000] \mathrm{km}$. For each target range $r^{i}$, we simulate a single target moving from $u_{0}^{i}=0$ and $r_{0}^{i}$ to $u_{K-1}^{i}$ and $r_{K-1}^{i}$, with an amplitude changing from $a_{0}^{i}$ to $a_{K-1}^{i}$. The amplitude change is determined by the location inside the beam and the change in range. The received signal from each pulse and target range is simulated using (1).

After simulating the received signal, we use two different ways of estimation: the constant DOA model (using (4) and (6)), and the linear DOA model (using (17) and (19)). Both estimators were implemented using a grid-based method, with an iteratively decreasing grid spacing.

The performance metric we use is the localization bias denoted as $b_{p}$. We calculate the target's true 2D location during a single CPI as

$$
\begin{equation*}
p_{r}=E\left[r_{m}\right] e^{i E\left[\theta_{m}\right]} \tag{21}
\end{equation*}
$$

The estimated 2D target location is

$$
\begin{equation*}
p_{e}=\hat{r} e^{i \hat{\theta}} . \tag{22}
\end{equation*}
$$

The bias measures the distance between the two points as

$$
\begin{equation*}
b_{p}=\left|p_{r}-p_{e}\right| . \tag{23}
\end{equation*}
$$

To avoid the effect of the range estimation error we assume that $\hat{r}=E\left[r_{m}\right]$.

Fig. 3 shows the bias comparison of the two methods for different beam center angles $\theta_{s t}$ normalized by $B W$. The constant model exhibits an estimation bias up to 1.4 km for $\theta_{s t}=B W$. In general, the bias decreases exponentially as the target range grows. For the linear model, the bias shrinks by three orders of magnitude for any beam center angle, the values being less than six meters. From a practical point of view, the bias vanishes completely, because the range resolution and accuracy of most space surveillance radar systems is much lower.

To calculate the SNR estimation bias (i.e. SNR loss due to the DOA estimation bias), we derive the integrated signal power during a single CPI from (7). We denote the true value, the constant model estimation result and linear model estimation result as $A_{r}, A_{c}$ and $A_{l}$, respectively. Fig. 3 (bottom) shows the SNR estimation biases calculated as

$$
\begin{equation*}
b_{s c}=A_{r} / \hat{A}_{c} \text { and } b_{s l}=A_{r} / \hat{A}_{l}, \tag{24}
\end{equation*}
$$

for the constant $\left(b_{s c}\right)$ and linear $\left(b_{s l}\right)$ models.
Clearly, such low values ( $b_{s c}<0.05 \mathrm{~dB}$ and $b_{s l} \approx 0 \mathrm{~dB}$ ) are insignificant. We therefore conclude that the SNR loss, degraded probability of detection $P_{D}$, increased estimation variances $\sigma_{u}^{2}$ and $\sigma_{a}^{2}$ do not play an important role in this scenario. Nevertheless, this result needs to be validated for each considered system (due to different system parameters such as $B W$ and $\left.T_{\mathrm{CPI}}\right)$.

## V. Conclusions

In this paper, we gave an overview of ML DOA estimation in a radar space surveillance scenario. By analyzing the orbital motion of LEO targets, we demonstrated that their DOA during the CPI can be accurately modeled as a linear function. For the conventional ML approach with a constant DOA and amplitude, a large localization bias was observed. By introducing the linear model, the bias almost completely vanished.

## References

[1] U. Nickel, "Monopulse estimation with adaptive arrays," IEE Proceedings F - Radar and Signal Processing, vol. 140, no. 5, pp. 303-308, October 1993.
[2] -_, "Overview of generalized monopulse estimation," IEEE Aerospace and Electronic Systems Magazine, vol. 21, no. 6, pp. 27-56, June 2006.
[3] S. Tomei, L. Gentile, E. Giusti, M. Martorella, S. Strappaveccia, D. Vigilante, L. Timmoneri, and A. Farina, "Progress on the study for the use of long-range radars for space situational awareness," in 2020 IEEE Radar Conference (RadarConf20), September 2020, pp. 1-6.
[4] M. Th, J. Eglizeaud, and J. Bouchard, "GRAVES: the new French system for space surveillance," in Proceedings of the 4th European Conference on Space Debris (ESA SP-587), April 2005, pp. 61-66.
[5] J. A. Haimerl and G. P. Fonder, "Space fence system overview," in Proceedings of the Advanced Maui Optical and Space Surveillance Technology Conference. Curran Associates, Inc. Redhook, NY, 2015.
[6] H. Wilden, C. Kirchner, O. Peters, N. Ben Bekhti, A. Brenner, and T. Eversberg, "GESTRA - a phased-array based surveillance and tracking radar for space situational awareness," in 2016 IEEE International Symposium on Phased Array Systems and Technology (PAST), October 2016, pp. 1-5.
[7] S. Anger, M. Jirousek, S. Dill, and M. Peichl, "IoSiS - a high performance experimental imaging radar for space surveillance," in 2019 IEEE Radar Conference (RadarConf), April 2019, pp. 1-4.
[8] R. Kohlleppel, "Extent of observation parameters in space surveillance by radar," in 2018 19th International Radar Symposium (IRS), June 2018, pp. 1-7.
[9] H. Wilden, N. Ben Bekhti, R. Hoffmann, C. Kirchner, R. Kohlleppel, C. Reising, A. Brenner, and T. Eversberg, "GESTRA - recent progress, mode design and signal processing," in 2019 IEEE International Symposium on Phased Array System Technology (PAST), October 2019, pp. 1-8.
[10] R. Awadhiya and R. Vehmas, "Analyzing the effective coherent integration time in space surveillance radar processing," in 2021 IEEE Radar Conference (RadarConf21), in press, May 2021.
[11] A. Farina, F. Gini, and M. Greco, "DOA estimation by exploiting the amplitude modulation induced by antenna scanning," IEEE Transactions on Aerospace and Electronic Systems, vol. 38, no. 4, pp. 1276-1286, Oct. 2002.
[12] F. Gini, F. Bordoni, and A. Farina, "Multiple radar targets detection by exploiting induced amplitude modulation," IEEE Transactions on Signal Processing, vol. 52, no. 4, pp. 903-913, Apr. 2004.
[13] Y. Zhou, P. C. Yip, and H. Leung, "Tracking the direction-of-arrival of multiple moving targets by passive arrays: algorithm," IEEE Transactions on Signal Processing, vol. 47, no. 10, pp. 2655-2666, October 1999.
[14] N. Neuberger, R. Vehmas, and J. Ender, "A parameter-controlled Rx beamspace transformation design method," in 2020 IEEE Radar Conference (RadarConf20), September 2020, pp. 1-6.
[15] ——, "Dimension-reduced Rx beamforming optimized for simultaneous detection and estimation," IEEE Transactions on Aerospace and Electronic Systems, in press, February 2021.
[16] S. M. Kay, Fundamentals of statistical signal processing. Prentice Hall PTR, 1993.
[17] H. D. Curtis, Orbital Mechanics for Engineering Students. Elsevier Butterworth-Heinemann, 2005.

