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Abstract—The demand for reproducing real and immersive
auditory experiences has increased since the rise of virtual reality
(VR). Various types of microphone arrays, along with processing
and rendering approaches, are used to capture the true sound
field in order to achieve this goal. However, auditory information
is often limited to the location of the recording device and does
not support expanded reproduction regions. One way to treat this
is to interpolate the sound field using recordings from multiple
microphone arrays. In this paper, we propose a sound field
interpolation approach based on plane-wave expansion in the
spherical harmonic domain. The proposed method employs the
ℓ1 norm to optimally map the true sound field onto a set of
virtual plane waves. Evaluation of the reproduction error and
a comparison with the error obtained when employing the ℓ2
norm and a single microphone array with the plane-wave method,
suggest that the proposed method provides higher reproduction
accuracy over a larger region of interest.

Index Terms—Sound field interpolation/reproduction, spheri-
cal microphone array (SMA), augmented reality (AR), virtual
reality (VR), plane-wave expansion

I. INTRODUCTION

With the rise of augmented reality (AR) and virtual reality
(VR), people have set ever higher expectations from the quality
of the reproduction of perceptually equivalent scenes, where
the auditory experience complements the visual experience
[1] [2]. For example, people wish to feel fully immersed
within a virtual concert or that they are actually attending a
football match. In order to create such an auditory experience,
the workflow often goes through the sequential procedure of
capturing, processing, reproducing and binaural rendering.

Various shapes and structures of microphones are available
on the market, such as the spherical microphone array (SMA)
(including EigenMike [3] and Zylia [4]), the planar array [5],
and arbitrary arrays like Facebook smart glasses [6]. With
the increasing trend in wearable microphone arrays, there
is potential to combine information from multiple recording
positions in order to achieve sound field reproduction over
an extended region. At present, SMAs are typically used for
capturing acoustic information at higher orders [7]; however,
the recordings are restricted to the array size and the number
of microphones. The trade-off sets an upper limit of the
truncation order (relates to the upper effective frequency of
operation of a SMA), reproduction sweet-spot size and overall
accuracy [8]. There are two existing categories of approaches
to enlarge the reproduction sweet-spot size without sacrificing

quality or incurring high cost; these are: extrapolation and
interpolation. The usefulness of each method depends on the
available number of resources (i.e., recording devices), as well
as on the application in terms of size requirements for listener
translation. When a SMA is used for recording, extrapolation
methods such as SpaMoS [9] and mixed wave expansion
[10] have been proposed and developed to allow for listener
translation. When multiple microphone arrays are used for
recording, interpolation methods such as the weighted average
interpolation method [11] and the geometry-based spatial
sound acquisition technique [12] can be adopted. Interpolation
often results in a larger sweet-spot, good localisation and
accurate spectrum reproduction [13]. However, the reproduced
sound field is often confined to the boundary of the micro-
phone grid, or requires additional localization of direct sound
field components [14]. Recently, Emura has shown improved
accuracy when using two SMAs with an interpolation method
based on plane-wave expansion [15]. However, the method
[15] operated in the frequency domain, and the evaluation
was carried out at a limited number of positions on the line
connecting the two SMAs, without evaluating the performance
over a larger region.

In this paper, we propose a wave-domain interpolation
method using a dual-SMA to reproduce the sound field over
an extended sweet-spot without degrading the quality. Specif-
ically, we create a virtual sound field by mapping the dual-
SMA recordings to a dictionary of plane waves using Iter-
atively Reweighted Least Squares (IRLS) [16] optimisation.
We evaluate the reproduction performance by computing the
root-mean-square error (RMSE) between the true sound field
and the reproduced sound field over a rectangular region of
interest (ROI). We benchmark the proposed method with an
alternative optimisation method (dual-SMAs with ℓ2 norm)
and the plane-wave method for a single SMA with ℓ1 norm.
The simulation results in both free field and and a reverberant
environment indicate an advantage of the proposed method for
sound field reproduction, with a larger sweet-spot and lower
RMSE throughout the ROI.

II. PROBLEM FORMULATION

In this section, we formulate the problem of combining the
sound field recorded by two SMAs to extend the effective
reproduction region beyond the spatial volume enclosed by the
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Fig. 1: Two identical SMAs set up. The equivalent virtual
plane wave distribution is indicated by the surrounding loud-
speakers.

two SMAs. Figure 1 illustrates a scenario with two identical
SMAs separated by distance D and located at O1 and O2.
The reproduced sound field is centered at the global origin O.
The sound field at any arbitrary point x with respect to O can
be written as [17], [18]

P (k,x) =

∞∑
n=0

n∑
m=−n

αnm(k) jn(k|x|)Ynm(x̂), (1)

where k is the wavenumber, αnm(k) are the spherical har-
monic coefficients, jn(·) are the spherical Bessel functions
of the first kind, Ynm(·) are the spherical harmonic basis
functions and x̂ denotes the direction of the position x.

Let α(1)
nm(k) and α

(2)
nm(k) be the spherical harmonic coef-

ficients of the sound field with respect to the two origins of
the SMAs, O1 and O2, respectively. Then, the sound field
recorded by each SMA is given by

P (t)(k,x(t))=

Nt∑
n=0

n∑
m=9n

α(t)
nm(k)jn(k|x(t)|)Ynm(x̂(t)), (2)

where t ∈ {1, 2}, x(t) is a point within the space occupied
by the tth SMA and Nt is the truncation order1 of the SMAs.
For simplicity, we consider two open SMAs in this paper.
However, it is possible to incorporate the scattering effects
between two rigid SMAs with the MS-HOA encoding model
proposed by Kaneko [20].

The problem we address in this paper is that given the
recorded spherical harmonic coefficients, α(t)

nm(k), for n =
0, . . . , Nt, m = −n, . . . , n and t ∈ {1, 2}, how do we
reconstruct the sound field P (k,x) in (1) at x covering an
extended region beyond the volumes occupied by the two
recording SMAs.

III. PLANE-WAVE EXPANSION OF A SOUND FIELD

We propose to solve the above problem by exploiting the
plane-wave expansion method [21], [22], and therefore, in

1Note that for a 32-channel EigenMike, the maximum Nt is 4 [19] and
also Nt is a function of frequency/wavenumber k.

this section, we provide a brief overview of the method. The
underlying concept is that any arbitrary sound field can be
equivalently expressed by a superposition of many virtual
plane waves. Therefore, based on this method, the sound
pressure at any arbitrary position x with respect to O can be
expressed by the superposition of infinitely many plane waves
of

P (k,x) =

∫
ŷ

ψ(k, ŷ;O) eikŷ·x dŷ, (3)

where ψ(k, ŷ;O) denotes the signal received at the point
O due to a plane wave at wavenumber k arriving from the
direction ŷ. Note that the literature refers to ψ(k, ŷ;O) as
the plane wave aperture function or plane wave distribution
function.

Since ψ(k, ŷ;O) is a spherical function of angles, we can
decompose it into spherical harmonics by

ψ(k, ŷ;O) =

∞∑
n=0

n∑
m=−n

βnm(k)Ynm(ŷ), (4)

where βnm(k) denotes the spherical harmonic coefficients of
ψ(k, ŷ;O). By substituting (4) and the spherical harmonic ex-
pansion of eikŷ·x into (3), we obtain the plane-wave expansion
of the sound field as

P (k,x) =

∞∑
n=0

n∑
m=−n

4πinβnm(k)jn(k|x|)Ynm(x̂). (5)

By equating (1) and (5), we express the plane wave distribution
coefficients in terms of wave field coefficients as

βnm(k) =
(−i)n

4π
αnm(k). (6)

IV. COMBINING DUAL SPHERICAL MICROPHONE ARRAYS
VIA PLANE-WAVE EXPANSION

In this section, we apply the plane-wave expansion to
propose a method for dual-SMA sound field interpolation.

A. SMA coefficients in terms of plane wave distribution
Since the received signals due to a plane wave at two

different points are related by a simple phase difference (time
delay) [23], the plane wave distribution as seen by Ot is given
by

ψ(k, ŷ;Ot) = e−ikŷl·dt ψ(k, ŷl;O), (7)

where dt is a vector towards the point Ot from O.
Using (4), (6) and (7), we express the sound field coeffi-

cients measured by the SMA at Ot as

α(t)
nm(k) =

∫
ŷ

4πin Y ∗
nm(ŷ) eikŷ·dtψ(k, ŷ;O)dŷ

≈
L∑

l=1

4πin Y ∗
nm(ŷl) e

ikŷl·dtψ(k, ŷl;O), (8)
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Fig. 2: Comparison in free field of the true sound field (a), the reproduced sound field using the proposed method (b), the
benchmarks (c) - (e), and the corresponding reproduction error in the horizontal plane (no elevation) (f) - (i), for a single sound
source at 3125 Hz. The dotted circles denote the two SMAs, and the green rectangle denotes our ROI with width 0.3 m and
length 0.6 m, and the separation distance D was 0.3 m.

where we approximate the plane wave aperture function by a
discrete number of plane waves, L. We use this finite number
of plane waves as a dictionary set in the following section.

B. Dual-SMA Interpolation

We use (8) with t = 1 and 2 to write the matrix equation[
A(1)

A(2)

]
ψO =

[
α(1)

α(2)

]
, (9)

where A(t) is a (Nt+1)2×L matrix with (n2+n+m+1, lth)
elements given by A(t)(nm, l) = 4π(i)nY ∗

nm(ŷl)e
ikŷldt ,

α(t)=[α
(t)
00 ,. . .,α

(t)
NtNt

]T and ψO=[ψ(ŷ1;O),. . .,ψ(ŷL;O)]T .
We formulate (9) as an optimisation problem to solve for

an optimal set of plane waves ψO as

min ∥e∥p subject to e = AψO −α, (10)

where A = [A(1),A(2)]T , α = [α(1),α(2)]2, and ∥ · ∥p
denotes the p-norm. The least squares (ℓ2) solution is given
by ψO=A†α where (·)† denotes the Moore-Penrose inverse
[24].

One of the approaches is to use the Iteratively Re-weighted
Least Squares (IRLS) method to minimise error e in (10) in
the ℓ1 sense. Using the derivation in [16], we iteratively solve
for ψO by

ψO =
(
ATW TWA

)−1
ATW TWα, (11)

where W is a diagonal matrix of the error weights, starting
with unity weighting W=I to solve for the initial state of
ψO. We update W at each iteration to obtain the optimal set
of ψO.

V. SIMULATION AND EVALUATIONS

In this section, we evaluate the performance of the proposed
method based on a detailed simulation study.

A. Simulation Setup

The performance evaluation is carried out in both free-field
(using Green’s function) and reverberant environments (using
the Image Source Method [25]). A single true sound source
is used in both scenarios. In the reverberant environment
case, the room size is (4, 5, 2.5) m, the reverberation time
is T60=0.3 s, and the single true sound source is positioned
inside the room at (1, 1.73, 0) m in Cartesian coordinates as a
point source. The two SMAs mimic EigenMike geometry [26]
with 32 microphones and a radius of 0.042 m. For comparison,
we use the benchmark of having only one SMA at origin,
consisting of either 32 microphones or 64 microphones (in this
case, the microphone positions follow the Fliege distribution
[27]). We select the single SMA scenario as the benchmark to
demonstrate the translation performance based on the number
of resources available (one vs two devices/SMAs). Note that
all SMAs used in this study are assumed to be open spheres.

B. Simulation Results

Figure 2 shows an example comparison of reproduced sound
fields and reproduction error. Sound field reproduction is
compared between four methods: a single 32-channel SMA
with ℓ1 norm, a single 64-channel SMA with ℓ1 norm, and
two 32-channel SMAs with ℓ1 and ℓ2 norms. For the single
SMA scenarios, the center of the SMA overlaps with the
global origin O. The proposed method in Figure 2 (b) (f)
shows superiority in terms of low reproduction error compared
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Fig. 3: RMSE comparison between reproduction methods
(single and dual SMAs, ℓ2 and ℓ1 norm optimisations) at
different frequencies in the range (0, 5200) Hz. The separation
distance between two SMA centers is D = 0.3 m.

with the benchmarks in free field. A larger area with a
consistently low reproduction error can be observed in the
proposed method.

We evaluate the performance of the proposed interpolation
method by computing RMSE between the reproduced sound
field and the true sound field, given by

RMSEdB = 10 log10

√√√√1

q

q∑
i=1

(P rep
i − P true

i )2, (12)

where q is the number of observation points inside the ROI
(a rectangular region on the horizontal plane spanned by the
centres of the two recording SMAs, with a dimension of 0.3
m by 0.6 m), and P rep

i and P true
i denote the reproduced sound

pressure and true sound pressure at the ith observation point,
obtained from (3).

In Figure 3, a similar comparison at different frequencies
is presented. The frequency range is truncated to a maximum
of 5200 Hz due to the limited order (accurate up to the 4th)
of this specific size and configuration of SMAs. For both
the free field and the reverberant scenarios, the lowest error
can be observed from the proposed method of two SMAs
with IRLS throughout most frequencies, with RMSE approx-
imately 910 dB and 95 dB, respectively. Above 4000 Hz, the
advantage over a single 64-channel SMA is not obvious. The
spikes at around 4083 Hz indicate inaccurate recording due to
the spherical Bessel functions division by zero problem [28],
which can be overcome by using rigid-sphere SMAs. While
not presented here, we also simulated a single 64-channel
SMA with double the radius, and the RMSE turned out to be

Fig. 4: RMSE comparison in free field and reverberation
environment with ℓ2 and ℓ1 optimisations versus the separation
distance D between two SMA centers. The ROI is with width
0.3 m and length 0.6 m. The true sound field frequency is
3000 Hz.

lower than with the proposed method. However, since the size
of the ROI covered by this SMA was doubled, we considered
the comparison to be not be fair in this context.

Note that the weak results from ℓ2 interpolation are caused
by the sparse nature of the single true sound source. In
contrast, the proposed method shows little advantage in rever-
berant environments because the sound field now has multiple
sound reflections and is no longer sparse. Another reason
for worse performance under reverberation is the difficulty of
reproducing near-field sources with only plane waves.

Figure 4 illustrates the performance against varying SMA
separation distance D while keeping the ROI size fixed. With
ℓ1 norm optimisation, the reproduction error is observed to
be large when the two SMAs are partially overlapped. Once
the two SMAs are apart, the RMSE firstly drops and then
increases as D increases due to less information inside ROI
having been captured by the SMAs.

VI. CONCLUSION

We propose a novel method for sound field reproduction
using recordings from two SMAs. By interpolating the sound
field and mapping to a set of virtual plane waves, the sound
field reproduction region can be enlarged and the accuracy can
be improved. The method was validated through simulation
on open-sphere SMAs and benchmarked against conventional
methods. We also observed a relationship between the sep-
aration distance between the SMAs and the reproduction
performance, which should be further investigated in order
to achieve optimised geometrical positioning. However, the
proposed method showed less advantage in a reverberant
environment. This can be overcome by extending the plane-
wave to a mixed-wave method including both virtual point
sources and plane wave sources. Plane-wave distribution is the
starting point to validate this idea, and we will explore other
approaches in the next stage of future work. Future research
also includes adding mutual scattering to the SMA recordings
and carrying out binaural rendering and perceptual tests.
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