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Abstract—In this paper, we propose an improved method
for interpolating a sound field to make it possible to use an
unequally spaced circular microphone array (CMA) in rotation-
robust beamforming. The previous method of sound field interpo-
lation for rotation-robust beamforming required a regular CMA.
This constraint causes degeneration when the microphones are
non-uniformly spaced and makes the previous method difficult
to utilize in practical applications. To address this issue, the
proposed method first estimates the sound signal at equally
spaced positions from that observed with the unequally spaced
CMA after rotation and then performs a variant of the previous
method to obtain the signal before rotation. A series of simulated
experiments are conducted. The experimental results indicate
that the proposed method avoids the adverse effects of unequal
placement and shows a greater improvement in estimating the
signal before rotation under different circumstances. Also, the
proposed method significantly improves the performance of
beamforming compared with the previous method.

Index Terms—Sound field interpolation, rotation-robust beam-
forming, unequally spaced circular microphone array

I. INTRODUCTION

Array signal processing methods are still major challenges
in some research topics, such as source separation and source
enhancement. The common advanced source separation meth-
ods based on, for example, beamforming [1], [2], independent
component analysis [3], [4], and nonnegative matrix factor-
ization [5], [6], accomplish an impressive performance by
modifying the calculation methodology, the spatial model, or
the source model. However, a time-invariant acoustic transfer
system (ATS) is usually required by most state-of-the-art
methods to maintain the performance. The utilization of a
time-invariant ATS in these methods means that not only the
sound source but also the microphones’ positions cannot move
when performing source separation and enhancement.

In this paper, we assume a situation where a user or a
humanoid robot wears a circular microphone array (CMA) on
the head and rotates the head to listen to the target sound
source in a noisy environment. The rotation of the CMA
represents the variation of the ATS, which requires the re-
estimation of the spatial filter. Statistical information such as
the covariance matrix is usually the key to estimating the

spatial model in most array signal processing methods, which
has a long calculation time. Therefore, the rotation of the CMA
in our assumed situation makes real-time processing difficult.

A new framework of beamforming [7] robust to one of
the ATS movements, the rotation of a CMA, was proposed
to address this bottleneck in online processing. This new
technique employs sound field interpolation based on a non-
integer sample shift theorem, which utilizes the periodicity
of the sound field on the circumference of a circle and the
relationship between sensing the sound field with a CMA
and discretizing the sound field. By applying sound field
interpolation before beamforming, we don’t need to update
the beamformer’s filter and can directly use the previous
one in arbitrary sound fields when the CMA rotates. It was
demonstrated that this method enables the robust estimation
of the lower band spectrum and achieves a high performance
when applied to an existing beamformer, even when the CMA
rotates. At the same time, this framework requires an equally
spaced CMA to sense the sound field so that the discretized
sound field is a periodic function. This means that an error of
any microphone’s position on the CMA changes the equally
spaced CMA into an unequally spaced one, markedly reducing
the efficacy of the method. In most practical applications, it
is highly likely that the microphones on a CMA are not set
at uniform positions. Hence, an equally spaced CMA rarely
exists but an unequally spaced one is much more universal,
which causes difficulties in the application of this approach in
a real environment.

In this study, we focus on both the rotation of a CMA and
the errors of the microphones’ positions, and present a new
method on the basis of our previous work [7]. We develop a
new method for beamforming that is robust to the array’s rota-
tion using an unequally spaced CMA. The conceptual diagram
of this proposed method is illustrated in Fig. 1. This newly
proposed method makes it possible for both the previously
proposed scheme and the conventional beamforming method
to work well when an unequally spaced CMA rotates because,
by applying our new technique, the time-variant ATS on an
unequally spaced CMA can be regarded as a time-invariant one
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Fig. 1. Conceptual diagram of the proposed system.

on an equally spaced CMA virtually. The proposed framework
is still based on sound field interpolation and the noninteger
sample shift theorem, and we utilize a variant of previous
formulations to compensate for the errors of the microphones’
positions on an unequally spaced CMA. The high performance
of this method is confirmed by simulated experiments on an
existing beamformer.

II. CONVENTIONAL SOUND FIELD INTERPOLATION
METHOD WITH REGULAR CMA

In this section, we explain our previous research [7] on
sound field interpolation based on a noninteger sample shift
theorem for a time-variant ATS using a regular CMA.

Let z(θ) be a continuous sound field function on a circle’s
circumference, as shown in Fig. 2. Obviously, z(θ) is a
periodic function with 2π as the period, where θ ∈ [0, 2π)
is the spatial angle. Because observing the sound field with a
CMA corresponds to discretizing the sound field function z(θ),
to make the discretized sound field function also a periodic
function, we must set the microphones on a CMA at even
intervals. Therefore, z(θ) is discretized by an M-channel CMA
with interval 2π/M so that the observed signal in the mth
channel is represented as

zm = z
(

2π
m

M

)
, m = 0, ...,M − 1. (1)

The continuous sound field function z(θ) can be recon-
structed from the discretized sound signal zm provided that the
sampling theorem is satisfied. Hence, sound field interpolation
is possible using the noninteger sample theorem in the Fourier
domain. A ∆-rad-rotated sound field z(2πm/M+∆) observed
by a CMA is consistent with a δ-sample-shifted discretized
sound signal zm+δ , where δ = M∆/2π. Using the sample
shift theorem in the DFT, zm+δ can be represented by z0, z1,
..., zM−1 as

zm+δ =

M−1∑
n=0

znUm,n,δ. (2)

Um,n,δ is the coefficient of sound field interpolation, which is
calculated utilizing the sinc function as
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Fig. 2. Continuous sound field on a circle’s circumference and the discretized
sound field function with a δ sample shift.

Um,n,δ =


(1−ejLπ)

M +
sinc(L2 )cos(M+2

2M Lπ)
sinc( LM )

, M is even,

1
M + M−1

M

sinc(L(M−1)
2M )cos(M+1

2M Lπ)
sinc( LM )

, M is odd,
(3)

where L = (n − m − δ)/2M and j =
√
−1. In matrix

representation, (2) can also be defined as

 z0+δ
...

zM−1+δ

 =

 U0,0,δ · · · U0,M−1,δ

...
. . .

...
UM−1,0,δ · · · UM−1,M−1,δ


 z0

...
zM−1


= U δz0,

(4)
where U δ is the rotation transform matrix and independent of
the frequency.

III. PROPOSED SOUND FIELD INTERPOLATION METHOD
WITH UNEQUALLY SPACED CMA

Two problems are addressed in this paper: the time-variant
ATS and the unequally spaced CMA. We propose a modified
sound field interpolation method capable of addressing these
two problems.

A. Overview

In our proposed method, we assume that the error angle of
each microphone, εm, is already known beforehand. As shown
in Fig. 1, the proposed method is divided into two steps. In
the first step, we use εm and the observation recorded by the
unequally spaced CMA to estimate the signal on a virtual
equally spaced CMA. Then, utilizing the rotation angle ∆,
we generate the sound signal before rotation by a variant of
the previous sound field interpolation method with a regular
CMA. Finally, the estimated result is applied to other array
signal processing methods.

B. Formulation

In this subsection, we introduce the formulation of the
proposed method. The error vector is represented as ε =
[ε0, ε1, ..., εM−1]

T. Accordingly, the sound signal observed
by an unequally spaced CMA is expressed as zε =[
z0+ε0 , z1+ε1 , ..., zM−1+εM−1

]T
.
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From (2), for the mth channel, εm can be regarded as the
sample shift δ, and the corresponding shifted sound signal
zm+εm can be computed from the coefficient Um,n,εm . From
matrix formulation (4), it can be inferred that if we obtain
the mth shifted signal zm+δ , only the (m+ 1)th row of the
rotation matrix U δ is necessary. Similarly, the relationship
between the mth channel signal of the unequally spaced CMA,
zm+εm , and the pseudo-observation recorded by an equally
spaced CMA, z0, can be defined as

zm+εm = U εm (m+ 1, :) z0, (5)

where U εm (m+ 1, :) is the (m+ 1)th row of the rotation
matrix U εm . Referring to (5), the observation recorded by an
unequally spaced CMA can be represented as

zε = Uεz0, (6)

where Uε is defined as

Uε =


U ε0 (1, :)
U ε1 (2, :)

...
U εM−1

(M, :)

 . (7)

From (6), z0 can be calculated as

z0 = Uε
−1zε. (8)

Note that Uε
−1 does not always exist because Uε may be a

nearly singular matrix. In such a situation, we apply singular
value decomposition (SVD) to Uε and discard the singular
values and singular vectors corresponding to the abnormally
small condition number. Then, the factorized results of this
truncated SVD are employed to compute the inverse matrix
of Uε.

By using (8), we compensate for the errors and obtain
the sound signal of a virtual equally spaced CMA from the
observation of an unequally spaced CMA. In other words, the
unequally spaced CMA is transformed to an equally spaced
one virtually using the inverse matrix of Uε.

For zε, the δ-sample-shifted result is zε+δ , which can be
expressed as

[
z0+ε0+δ, z1+ε1+δ, ..., zM−1+εM−1+δ

]T
. Accord-

ing to (6) and (7), the relationship between z0 and zε+δ is

zε+δ = Uε+δz0 (9)

Uε+δ =


U ε0+δ (1, :)
U ε1+δ (2, :)

...
U εM−1+δ (M, :)

 . (10)

z0 in (9) can be substituted with (8) so that zε+δ can be
directly calculated utilizing zε:

zε+δ = Uε+δUε
−1zε. (11)

Therefore, sound field interpolation for a time-variant ATS on
an unequally spaced CMA is achieved.

IV. EXPERIMENTAL EVALUATION

A. Setup

Simulated experiments were conducted to assess the perfor-
mance of the proposed method and verify its robustness to the
rotation of an unequally spaced CMA. The SiSEC database [8]
was adopted, each utterance of which was sampled at 16 kHz.
Eight samples (four female and four male) were selected from
the database as the sound sources in different directions, as
displayed in Fig. 3. The sound signals were convolved with
room impulse responses (RIRs) simulated by an RIR generator
[9] based on the image method [10], and the reverberation
time was roughly 100 ms. The signals were recorded by an
unequally spaced M -channel CMA with a radius of 0.05 m in
a noise-free room. The error of each microphone’s position,
εi (deg), i ∈ {0, ...,M − 1} had a Gaussian distribution with
zero mean and variance σ2 ∈ {0, 10, 20, ..., 490, 500}, and
all the errors were independently identically distributed. For
each Gaussian distribution with a certain variance, there were
a total of 100 samples. We also recorded the ∆-rad-rotated
sound field with the CMA. Then, we utilized the ∆-rad-rotated
sound signal to estimate the signals before rotation. Here, the
rotational angle φ = ∆π/180 deg was known. To conduct the
sound field interpolation in the time-frequency domain, we
performed the short-time Fourier transform (STFT) using a
1/8-shifted Blackman window with a length of 64 ms.

In the first experiment, the performance in the case of only
one source was evaluated in terms of the signal-to-error ratio
(SER), defined as

SERm,k = 10 log10

( ∑
t |xm,t,k|

2∑
t |x̂m,t,k − xm,t,k|

2

)
, (12)

where xm,t,k is the time-frequency domain signal and x̂m,t,k
is its estimate. m, t, and k denote the channel, time frame,
and frequency bin, respectively. M and φ were set as 4–6 and
10, 20, and 30 deg, respectively.

In the second experiment, we utilized the minimum variance
distortionless response (MVDR) beamformer [11]–[13], where
the power of the output signal is minimized subject to a single
constraint assuring an undistorted response for the target sound
source, to compare the source enhancement performance with
different interpolation methods using source to distortion ratio
(SDR) and source to interferences ratio (SIR) [14]. We used
the RIR from the target to each microphone to calculate the
relative transfer function (RTF) [15] in order to estimate the
beamformer’s filter as follows:

wMVDR =
Φ−1
nnh̃0

h̃H0 Φ−1
nnh̃0

, (13)

where Φnn and h̃0 denote the covariance matrix of the
interference signal and RTF respectively. Two sources were
randomly chosen and mixed into the observation so that 12
environments (two patterns at each of six angles, 30, 60, ...,
180 deg) were simulated. Here, M and φ were set as 5 and
10, 20, and 30 deg, respectively.
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B. Comparative results of proposed and previous methods

First, only the sound source in the direction of 0 deg is
considered. For such an environment, some examples of SER
results when φ is 10 deg and M is 4 or 5 are illustrated in
Fig. 4. We display the mean SER among M channels for a
certain variance (400) of the error angle εi. As demonstrated
by the figure, the proposed method is generally able to estimate
the spectrum almost as well as the previous method [7] for
M = 4. This new scheme performs significantly better when
estimating the lower-frequency component for M = 5.

In Fig. 5, we present the relationship between the variance
of the error angle and the SER improvement in the frequency
range of up to 1 kHz relative to the cases without sound
field interpolation when M is 5 and φ is 10 or 20 deg. We
demonstrate the mean SER improvement over 0–1 kHz for
five channels for each sample, thus, there are 100 data points
in each box. It is clear that with increasing variance, the
SER improvement of the previous method markedly degrades,
whereas our proposed method achieves much steadier and
better results. Namely, directly applying ordinary sound field
interpolation to an unequally spaced CMA is not sensible, and
it is advantageous to utilize our new technique.

Fig. 6 depicts SER improvement with different M and φ
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situations: unprocessed (No-Proc), no rotation of the CMA (No-Rot), without
interpolation when the CMA rotates (No-Int), with ordinary interpolation
when the CMA rotates (Int), and unequally spaced interpolation when the
CMA rotates (Ueq-Int).

values for a variance of 100. We calculate the mean SER im-
provement relative to the cases without interpolation over the
frequency range of up to 1 kHz for M channels. In each box of
Fig. 6, there are eight samples, corresponding to the mean SER
improvement of eight different sound sources. These results
illustrate that in most situations, the proposed method shows
a greater improvement than the previous technique.
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C. Evaluation results of source enhancement

In this experiment, we examine the source enhancement
performance using the MVDR beamformer. First, the MVDR
beamformer’s filter weight w is produced utilizing the RTF
and the multichannel STFT spectrogram obtained from the
unequally spaced CMA at the position before rotation. Then,
w is directly applied to this spectrogram without rotating;
we denote this simulation as No-Rot. We also estimate the
spectrograms without any interpolation after the unequally
spaced CMA rotates (No-Int), the spectrograms with ordinary
interpolation when the CMA rotates (Int), and the spec-
trograms with unequally spaced interpolation on the time-
variant CMA (Ueq-Int). Similarly, these spectrograms are also
post-processed by w so as to generate the estimated target
sound signal. The unprocessed case (No-Proc) and No-Rot
are employed as baselines for comparison with the results in
other cases.

The SDR and SIR results for a variance of 100 are depicted
in Fig. 7. As expected, No-Proc has the lowest SDR and SIR
values, whereas No-Rot has the greatest source enhancement
performance of the MVDR beamformer when the ATS does
not rotate. Interestingly, Int does not perform as well as
expected. In most environments, Int’s SDR and SIR values
show almost no difference from those of No-Int, and under
some circumstances, Int’s performance is even lower than
No-Int’s. This demonstrates that if the CMA is unequally
spaced, the previous method of sound field interpolation can-
not work when the CMA rotates. In source enhancement using
the MVDR beamformer, ordinary interpolation is unnecessary
because of the slight difference between Int and No-Int.
Moreover, it is likely that even without interpolation, we can
achieve better source enhancement than with interpolation.
The proposed method (Ueq-Int) outperforms the cases without
interpolation (No-Int) and the cases with the previous inter-
polation technique (Int), and attains the closest results to the
best performance (No-Rot) regardless of the type of simulated
environment used. Our unequally spaced interpolation method
is robust to a non-uniform distribution of the microphones
on the CMA to some extent and significantly improves the
performance of array signal processing.

V. CONCLUSION

In this paper, we presented a novel framework of beamform-
ing robust to the rotation of an unequally spaced microphone
array on the basis of our previous work. We extended simple
sound field interpolation to an unequally spaced sound field
interpolation method by analyzing the principle and process
of interpolation. This new framework virtually regards the
time-variant ATS on an unequally spaced CMA as a time-
invariant one on an equally spaced CMA by utilizing the
noninteger sample shift theorem. By simulated experiments,
it was demonstrated that our newly presented system is not
affected by a non-uniform distribution and compensates for the
errors of the microphones’ positions. This method also assists
array signal processing, even when the CMA rotates. However,
our proposed method still requires improvement, especially

when there are a small number of microphones on the CMA.
Also, the estimation of the high-frequency component is still
challenging. In this study, we assumed that the errors of each
microphone’s position were already known but, in reality, these
errors will not be known under most conditions. Thus, without
these known variables, performing sound field interpolation on
an unequally spaced CMA is an interesting and worthwhile
research direction. These problems will be investigated in our
future work.
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