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Abstract—In this paper, we propose a novel single image super-
resolution algorithm that integrates a model-based approach
with self-learning deep networks. The proposed method can
be adapted to low-resolution (LR) images obtained with real
acquisition devices where the point spread function is Gaussian-
like. By modelling natural image lines as piece-wise smooth
functions and approximating the blurring kernel with B-splines,
an intermediate high-resolution (HR) image can be first obtained
based on Finite Rate of Innovation theory. A self-supervised deep
recursive residual network is then applied to further enhance the
reconstruction quality. From the simulation results, our algorithm
outperforms other self-learning algorithms and achieves state-of-
the-art performance.

Index Terms—single image super-resolution, finite rate of
innovation, self-learning, wavelet theory

I. INTRODUCTION

Single image super-resolution (SISR) is a challenging task
where the aim is to recover a sharp high-resolution (HR) image
from its blurred low-resolution (LR) version. In recent years,
supervised deep convolutional neural networks (DCNN) [1]-
[10] have been widely applied to SISR and they have demon-
strated prominent superiority over non-deep methods [11]-
[19]. However, it is widely acknowledged that the performance
of such methods would deteriorate drastically when testing
data mismatch with the training degradation model [20]. Sev-
eral recent works have considered more diverse degradation
settings using generative adversarial networks [21]-[23] and
Transformers [24], but they require huge labelled external
datasets and intensive training time and resources. Besides the
above mentioned supervised methods, Schoher et al. [25], [26]
have proposed to use a self-supervised CNN to exploit internal
recurrence of information within a single LR image, however,
its resultant images are shown to lack high frequency details.

We notice that during an acquisition process, various
sources may contribute to the blurring of a digital image, for
example, lens blur, motion and limited numbers of sensors
[27]. Therefore, the overall point spread function (PSF) intro-
duced by a digital acquisition device can often be characterized
by a 2D Gaussian kernel. Given this observation, we propose a
novel method that combines self-learning with a model-based
approach which enables us to exploit the properties of the
blurring kernels. We note that the image formation process is
similar to the traditional sampling scheme where the analogue
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Fig. 1. Scan-lines of natural images are approximated as piecewise smooth
functions.

signal (natural scene) is low-pass filtered (lens blurring effect)
and sampled (sensor grid) [15]. To exploit this analogy, we
propose to model scan lines of natural images as piece-wise
smooth functions composed of a globally smooth signal, and
a piece-wise polynomial signal as shown in Fig. 1. Moreover,
we approximate Gaussian blurring kernels with B-splines [29],
which are able to provide multi-resolution representations for
our assumed signal model.

By doing so, the LR images are modeled as noisy samples
of piecewise smooth signals obtained with B-spline kernels.
Finite Rate of Innovation (FRI) theory has provided a model-
based approach to reconstruct the high-resolution piecewise
polynomial signal from the noisy low-resolution samples, and
thus, a reliable way to map a given low-resolution signal to
its higher-resolution version [28]. This model-based super-
resolution will enable the retrieval of high-pass details from
a single LR image. However, due to the imprecision of
the piecewise smooth assumption of the natural image and
kernel approximation, the FRI-upsampled images may contain
artefacts. Therefore, we further exploit the power of deep net-
works to refine the FRI-upsampled image in a self-supervised
manner. We train an image-specific deep network with patch
pairs extracted solely from the FRI-upsampled and original
LR images. The network is implicitly adapted to the specific
down-sampling kernel. The overall algorithm is in the form of
a two-stage pyramid structure which integrates the FRI-based
upsampling and deep networks and enables us to exploit cross-
scale internal recurrence of information at different scales [30].
The contribution of this paper is three-fold:

« We introduce a novel SISR algorithm that integrates the use
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of an FRI-based approach with a properly designed deep
network for self-learning.

« By leveraging the ability of splines to approximate realistic
PSF, the proposed method is able to adapt well to a broad
category of sampling kernel.

o The proposed method achieves state-of-the-art performance
among self-learning SISR algorithms.

The rest of the paper is organised as follows: In Section
I, we briefly discuss some related works. In Section III,
we introduce our proposed FRISPEE algorithm for single
image super-resolution. We show simulation results and further
analyse the method in Section IV. We then conclude in Section
V.

II. RELATED WORK
A. FRI-Based Image Upsampling

FRESH [15] is the pioneering work to model image scan
lines as piecewise smooth signals and apply FRI-based method
to super resolve a LR image. However, the downscaling kernel
is restricted to scaling functions. Moreover, resolution refine-
ment is achieved by applying a linear transformation learned
from neighbor patches. Deng et al. [39] further combined
FRESH with a local regression learning approach.

B. Zero-Shot Super-Resolution

ZSSR [25] is a self-supervised CNN architecture where
the network is trained from LR-HR pairs generated from a
single image. It is able to learn internal information to given
image statistics. MZSR [40] further incorporates meta transfer
learning which effectively learns an initial weight for fast
adaption in the zero-shot unsupervised setting.

III. PROPOSED METHOD

The overall FRISPEE algorithm is composed of a model-
based approach based on FRI theory and a self-learning deep
recursive residual network (DRRN) for further refinement. In
Section III-A, we explain the FRI model-based image upsam-
pling, in particular, the approximation of Gaussian blurring
kernels with B-splines. We then introduce in Section III-B the
two-stage pyramid structure of FRISPEE. In Section III-C, the
architecture and implementation details of the self-supervised
DRRN is introduced, which enhances the super-resolved qual-
ity of the output of the model-based approach. We consider
bivariate Gaussian blurring kernels ks with arbitrary variances
along the horizontal and vertical axes.

A. Approximating 2D Gaussian kernel with B-splines

The basic idea behind approximating Gaussian PSF with
B-splines is to apply the fast and efficient FRI-upsampling
to images, such that high-pass details can be estimated from
the set of FRI images (stacks of high-resolution piecewise
polynomials). This provides a strong and universal baseline
for image upsampling in the presence of Gaussian-like PSF.

We propose to use B-splines to approximate the Gaussian
PSF for the following reasons: first, B-splines have a similar

shape as the Gaussian pulse [37], [38]; Second, they pos-
sess the polynomial reproduction property, which suits our
modelling of lines of images as piecewise polynomials with
noise. Moreover, B-spline wavelets and scaling functions are
able to provide a multi-resolution representation of a signal at
different scales.

We denote the nt" order B-spline with (3,,, which is obtained
as the (n+1)*" fold convolution of the box function (3 and has
a support of n + 1. The 2D FRI image upsampling algorithm
[15] synthesizes the recovered highpass detail coefficients with
the LR image using two-branch filter bank reconstruction,
which means the support of the chosen B-spline function is
related to the level of filter bank [32]. Here we mainly consider
up-scaling factors of 2 and 4, which correspond to 1 and 2-
level filter bank.

The bivariate Gaussian kernel is modeled as the Kronecker
product of two B-splines each along horizontal and vertical
directions. The chosen filters 8", 3V are such that after
iterating on the low-pass branch in a 1 or 2-level filter bank,
their final kernel size is the closest to the effective Gaussian
kernel size. We perform the estimation of the effective kernel
size on the central row and column of the kernel. Samples on
these lines are normalized, and set to zero if their absolute
values are smaller than ¢ = 1072, The chosen n-th order
B-spline functions will serve as the low-pass decomposition
filters (LoD) in the biorthogonal filter bank. The other filters
can then be determined by resorting to standard expressions
[33]. Given two sets of filter banks each along horizontal and
vertical directions, the 2D FRI upsampling is then achieved
by applying the 1D FRI upsampling on each image lines
along these directions and retrieve image detail coefficients
through 2D wavelet decomposition (please refer to [15] for
more details).

B. The FRISPEE algorithm

Given the super-resolved FRI image, we train a DRRN to
correct the artefacts in the FRI upsampled image from another
upsampled image, which may not contain as many highpass
details, but have smoother textures. To do so, we leverage
the power of cross scale recurrence of information within a
single image, and train the network from pairs of images
obtained from its downscaled version. We notice that there is a
clear balance between maintaining as many highpass details as
possible and removing the artefacts. Therefore, we introduce
a two-stage algorithm as depicted in Fig. 2, in which the
ground-truth (GT) image at the first stage is obtained using
bicubic interpolation, and at the second stage it is replaced
with the output of the first stage. Now we will provide a
detailed explanation on the FRISPEE algorithm.

For simplicity, we denote with Iy the LR image and its
upsampled version by factor 2% at i'" stage with I; 5, where
i =1,2 and k € R. For a desired resolution level 2%, K ¢
7, the training pairs are set to a lower resolution level 25—
with m € (0, 1). Images obtained using FRI upsampling are
denoted with superscript F'RI. At the first stage as shown
in Fig. 2 (a), step 1, the GT image Iy x_,, is obtained by
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(a) The first stage of FRISPEE algorithm. The training GT
image is obtained using bicubic interpolation at the resolution
level 1.5 x 2K—1,
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(b) The second stage of FRISPEE algorithm. The training GT
image is updated using the output of the first stage at the
resolution level 1.6 x 2K 1,

N

Fig. 2. The scheme of the two-stage FRISPEE algorithm.

up-scaling the LR image I with a factor 1.5 x 25~ using

bicubic interpolation, in this case m = —log, 0.75. In step
2, the downscaled LR image I; _,, from which the FRI-
upsampled counterpart is generated is obtained by applying
the original Gaussian kernel on I; x_,, followed by down-
scaling by a factor 25: I} _,,, = (I x—m * k) | 2. In the
next step, the 2D FRI-based upsampling algorithm is used to
upsample I3 _,, by a factor 25 to obtain the corresponding
FRI image I{ 7", . With the FRI and bicubic upsampled
image Ifj R I x—m at hand, the DRRN can be trained
with patches extracted from this image pair (step 4). After
the DRRN converges, the FRI image IZ%! up-scaled from
the original LR image I, (step 5) is then fed into the learned
DRRN to get a first corrected image I ;- (step 6).

At the second stage as depicted in Fig. 2 (b), we further
update the GT image using the output of the first stage I7 j
and meanwhile increase the resolution level of the training
image pairs. Specifically, the GT image I5 i _,, is updated by
down-scaling I7 - by a factor 0.8 using bicubic interpolation

(Fig. 2 (b) step 1), in this case m = —log,0.8, and its
corresponding I3 %', is obtained in the same way as at the

first stage (step 2-3). The new training image pair is now
at a scale higher than that at the first stage to gain more
generalization ability and to exploit more scales. A new DRRN
is then trained based on the new image pair (step 4). To
gradually refine the GT image, the second stage is iterated
three times by generating the GT image from the output of
the previous iteration (step 5-6).

residual block

ReLu
conv
ReLu
conv
1}
1l
m
ReLu
I

T
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Fig. 3. The architecture of DRRN. The purple line indicates local identity
branch while the red line indicates global identity branch.

C. The image-specific DRRN

The imprecision of the piece-wise smooth model of natural
images will inevitably introduce artefacts in the super-resolved
images. This is because the piecewise polynomial assumption
will result in immediate transitions between two pixels at the
edges. Inspired by the work of Ying er al. [4], we propose to
train a DRRN in a self-supervised manner to further refine the
super-resolved images as discussed in the previous section.

The DRRN is composed of one recursive block with 10
residual units and has a total depth of 22 layers as shown
in Fig. 3. Inside the residual unit, each convolutional layer
has 64 channels and the filter kernel is of size 3 x 3. The
weights are shared among each residual unit. The input of the
identity branch to all residual units is the output of the first
convolutional layer. As a consequence, there are going to be
multiple residual and identity paths between the input and the
output of the network and this helps to learn highly complex
features. It also helps gradient backpropagation.

We use Lo loss with Adam optimizer to update the param-
eters of the network. The learning rate is set to [ = 2 x 1073,
To enrich the dataset, we employ data augmentation by getting
a random crop from Ix_,, and I }?l_{ﬁn (see Fig. 2 (a))
respectively, and perform perspective transformation with a
random rotation angle and shift on both patches. The network
is trained stochastically (batch size of 1) over these patch pairs.

IV. EXPERIMENTS AND DISCUSSIONS

In this section, we evaluate the performance of different
SISR algorithms both numerically and visually. Set5 [35] and
Urbanl00 [16] are used as test datasets. We consider up-
scaling factors of 2 and 4 and compare our proposed method
with state-of-the-art self-learning SISR methods, including
FRESH [15], SelfEx [16] and ZSSR [25], an example-based
non-deep SISR method SRF [14], and supervised DCNN,
including EDSR+ [5], DRLN+ [8] and HAN+ [9]. For all
self-learning methods, to make sure the comparison is fair,
we replace the down-sampling kernels with the ground-truth
down-sampling kernels where applicable. For non-deep SISR
methods, we retrained the model with the original down-
sampling kernel and B-spline functions are used in the up-
sampling process. And for supervised-learning algorithms, we
directly apply their pre-trained network model on our LR
images.
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(a) GT image and
anisotropic kernel

(b) FRESH [15]
(19.87/0.7952)

(c) EDSR+ [5]
(21.06/0.7064)

(d) HAN+ [9]
(21.34/0.7221)

(e) SelfEX [16]
(21.27/0.7130)

(f) ZSSR [25]
(21.59/0.7234)

Fig. 4. Visual comparison on “img041” of Urbanl00 for up-scaling factor of 4.

(g) Our

(23.80/0.7951)

(a) GT image and
isotropic kernel

(b) FRESH [15]
(20.31/0.7145)

(c) EDSR+ [5]
(22.52/0.8116)

(d) HAN+ [9]
(22.30/0.7952)

(e) SelfEx [16]
(21.95/0.7273)

(f) ZSSR [25]
(21.36/0.7058)

(g) Our

(24.10/0.8025)

Fig. 5. Visual comparison on “butterfly” of Set5 for up-scaling factor of 4.

TABLE 1
NUMERICAL COMPARISON OF AVERAGE PSNR/SSIM ON Set5 AND Urbanl00 FOR UP-SCALING FACTORS OF 2 AND 4.

Supervised Self-supervised

scale || EDSR+ [5] | DRLN+ [5] | HAN+ [9] | SRF [14] || ZSSR [25] | SelfEx [16] | FRESH [15] Our

%9 — — — 34.06 — — 30.94 34.22
Set5 — — - 0.9404 - — 0.8763 0.9377
! 27.69 27.30 27.32 28.96 26.85 27.30 27.04 29.01

0.8131 0.8134 0.8363 0.8518 0.7997 0.8174 0.7931 0.854

%2 — — — 28.58 — — 25.14 29.06
Urban100 — — — 0.8820 — — 0.7758 0.8914
%4 22.74 22.56 22.58 23.55 23.06 22.60 20.77 23.75
0.6889 0.7023 0.7019 0.7301 0.7242 0.6763 0.6188 0.7580

Table. 1 reports the average PSNR and SSIM [36]. For up-
scaling factor of 2, some algorithms are not considered due to
half-pixel miss alignment. The results show that our method
achieves better numerical performance than the comparison
SISR algorithms. Note that even if we retrain the SRF with
the ground-truth down-sampling kernels using external dataset,
our method still achieves better performance. This indicates
the usefulness of exploiting internal recurrent information.
The results also show that when the test LR images do not
satisfy the conditions under which the network is trained,
the pre-trained externally-supervised DCNN algorithms could
barely benefit from their learned prior statistics. Even though
FRESH [15] also employs FRI-upsampling algorithm, the
fact that the down-sampling kernel is not exactly a scaling
function deteriorates its performance drastically. Instead, we
could mitigate the impact stemmed from the imprecision in
approximation by leveraging self-supervised deep networks
to correct artefacts. ZSSR [25] achieves comparatively good
results among unsupervised algorithms on datasets with more
internal repetitive patches, which is due to exploiting cross-
scale internal statistics, however, for up-scaling factor 4, its
performance is around 2.1 dB and 0.7 dB lower than our

proposed algorithm on Ser5 and Urbanl00 respectively.

Fig. 4 and Fig. 5 show two exemplar visual results using
different SISR methods. Supervised DCNN results tend to
be blurry since the testing condition mismatches the training
condition. Self-learning methods tend to yield better results
on LR images with large internal patch repetitions, but still
suffer from blurring or oversharping. Our proposed method,
benefiting from simultaneously exploiting the properties of
FRI-based reconstruction and self-learning deep networks, can
recover SR images with sharp edges and less artefacts, and
avoid oversharpening on smoother image area.

V. CONCLUSIONS

We have proposed a novel SISR algorithm that leverages
both the FRI sampling theory and the power of self-learning
deep networks. By modelling PSFs as scaling functions, we
first apply FRI upsampling algorithm to recover rich high-
pass image details. Then a self-supervised DRRN is trained
on patches extracted solely from the LR and FRI-upsampled
image. On LR images whose down-sampling kernel can be
well modeled with scaling functions, our algorithm yields
state-of-the-art performance.
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