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Abstract—This paper deals with the security improvement of
passengers in public transport by automatically processing the
audio and video streams of an embedded surveillance system.
In this paper we analyse several levels of fusion of two deep
audio and video recurrent network models for violent actions
recognition. Each audio and video model is based on recent
generic feature extractors proposed in the state-of-the-art to
benefit of powerful feature representation capabilities. Each level
of fusion is trained and evaluated on a new real-world audio-
video surveillance streams recorded in a real train with scenes
of violence played by actors. The obtained results confirm the
interest in seeking to detect violence by jointly using audio and
video signal and highlight the difficulty to define the optimal level
of fusion.

Index Terms—violence detection, audio-visual fusion, deep
learning

I. INTRODUCTION AND RELATED WORK

This paper deals with the automatic recognition of rare
violent actions in a transport environment using multi-modal
data. The automatic recognition of violent actions has been
addressed for several years by modelling video streams us-
ing machine learning [1]–[3] and more recently using deep
learning [4]–[8]. Moreover, automatic sound scenes and events
recognition is being actively investigated [9] and several
research deals with recognition and detection of violent scenes
and screams [10]–[12].

In the specific context of transport safety and security, some
studies have been proposed using either video stream [13],
or audio stream [14]–[17], and either both stream but with
independent models [18], [19].

At the same time, research is moving towards the processing
of multi-modal signals [20] and fusion approaches have been
experimented in use cases like speech enhancement [21],
emotion recognition [22], tracking of multiple speakers [23],
action recognition [24] or scene classification [25]. Because
no open synchronized audio-video dataset for transport appli-
cations exists, these techniques have not been experimented
for violence detection in this environment. In a transport
environment, the processing of multi-modal signals for the
detection of violence is a challenging problem because of
occultations by the arrangement or by the passengers and
also because of violence that occurs off-camera. To evaluate
the interest in multi-modal signal processing, we propose a
system for the recognition of violent actions in a transport

environment with an audio-visual deep neural networks. For
this, we also present a new audio-visual database composed
of violent scenes recorded in a real railway environment.

II. DATABASE

Few public databases containing scenes of violence in a
railway environment exist in the literature and do not contain
much data. We have therefore chosen to record our database
in a double-deck suburban train operated by SNCF for the Ile-
de-France region on the Transilien N line. Multiple violence
scenarios were played by 18 professional actors between 9 am
and 5:10 pm. Moreover, to have the transfer of the image rights
of all the people in the train, no regular passenger was allowed
in the train. The regular passengers were therefore played by
17 SNCF employees. For data recording, we have chosen not
to use the installed CCTV system to have better quality data.
Two mobile cameras with microphones (AXIS P3935-LR) are
therefore placed longitudinally at each end of the rooms. The
cameras are placed to reach the operational field of view of
the CCTV cameras installed. Audio and video streams are
acquired synchronously and respectively in 32bits at 44.1kHz
for audio and 1280x720 at 25fps for video. Three different
areas of the train are equipped with our recording equipment,
illustration on the Figure 1. Two first areas are the lower and
the upper passengers room of the train. The last area is the
exchange platform with passenger room of the simple-deck
part of the train. Each violence scenario is acted with different
duration from 1 to 5 minutes in each room by two or more
actors at three distances from the sensor: close-distance (0m to
3m), middle-distance (3m to 6m), and far-distance (6m to 9m).
Moreover, each scenario was acted with different densities of
regular passengers, from low density to heavy density. In total,
101 violent scenarios acted has allowed us to acquire 202
recordings with violence thanks to the cameras crossed field
of view. Moreover, 11 scenarios without violence acted have
allowed us to acquire 22 recordings thanks to the cameras
crossed field of view.

III. MODELS

A. Features extraction

As our database is not large enough to train an end-to-
end neural network, we have chosen to use generic feature
extractors pre-trained by a large amount of data.
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Fig. 1: Plan of a Regio2N
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Fig. 2: Audio model

For audio signal, we selected the audio OpenL3 model [26],
[27]. This features extractor trained on AudioSet-Instruments
database [28] is widely used in audio and audio-visual fusion
communities for acoustic scenes or event classification [25],
audio-visual correspondence task [27], or audio-visual scene
classification [29].

For video signal, we did not select the visual OpenL3
model because it was not trained for action recognition. We
therefore preferred to select RGB branch of I3D [30] pre-
trained on Kinetics 400 database [31] designed for human
action recognition.

B. Audio baseline

The audio baseline architecture is shown in Figure 2. We
have designed a simple model which takes as input the features
extracted by the selected OpenL3 model. These features are
fed to a normalization batch layer, to obtain homogeneous
features with a 0-centered Gaussian distribution, and then
traited by a 512 units LSTM. The output of the LSTM is then
provided to three fully connected layers activated by a ReLu,
with respectively 256, 64, and 16 units. Finally, the output of
the 16 units fully connected layer is passed into a two-unit
classification layer activated by a softmax (cf. Equation 1),
one unit is activated when there is no violence and the other
unit is activated when there is violence in the input instance.
In addition, a dropout layer is used between all the previously
mentioned layers.

paudio = softmax(za) (1)

C. Video baseline

The video baseline architecture is shown in Figure 4. The
proposed architecture takes into account the distance to the
camera at which the scene takes place because of our railway
environment: one input branch has been integrated for each

Fig. 3: Visualisation of cropping
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Fig. 4: Video model

distance. As previously specified, we use the I3D feature
extractor as input of the video model. The extractor is applied
to three different cropping areas, Figure 3. The first cropping
is corresponding to the entire image for the close distance
action, the second cropping centered on the center of the
room, and finally the last cropping centered on the bottom
of the room. The three cropping areas provided as input to the
video baseline model are processed as three separate branches.
Each branch is composed of one normalization batch layer and
one LSTMs with 512 units. The outputs of the three LSTMs
are merged by concatenation and then provided to three fully
connected layers activated by a ReLu, with respectively 256,
64, and 16 units. Finally, as for the audio model, the output
of the 16 units fully connected layer is passed into a two-unit
classification layer activated by a softmax (cf. Equation 2). In
addition, a dropout layer is used between all the previously
mentioned layers.

pvideo = softmax(zv) (2)

D. Fusion

Both audio and video output are fused as shown in Fig-
ures 5, 6, 7. We propose three level of fusion. The first
fusion level (cf. Figure 5) consists of a simple fusion of the
predictions from the uni-modal baseline models as described
by Equation 3. In this case, if an alert is raised by a uni-modal
model it will be raised by the predictions fusion system. The
second fusion level is a late fusion on the penultimate fully
connected layer (cf. Figure 6). And finally, the third fusion
level is an early fusion after the uni-modal LSTM layers (cf.
Figure 7).

ppred fusion =

{
0, if paudio = 0 and pvideo = 0

1, otherwise
(3)

On the first layers, the early and late fusion model processes
the input features separately and in parallel like the video
baseline model, i.e. by four layers (one for audio and three
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Fig. 5: Prediction fusion model
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Fig. 6: Late fusion model

for video), with batch normalization and by four 512 units
LSTM layers. Our fusion models vary after these layers.

For the late fusion model (cf. Figure 6 & Equation 4)
separate and in parallel two fully connected layers are added
after the audio LSTM layers, and two fully connected layers
are added after the merged by concatenation of video LSTM.
These fully connected layers have 256 and 64 units activated
by ReLu. Concatenation fusion of signals is performed with
the outputs of the 64 units fully connected layers. The result
of the merge is then passes into a 16-unit fully connected
layer activated by a ReLu and then passes into a two-unit
classification layer activated by a softmax.

plate fusion = softmax(zlate) (4)

For the early fusion model (cf. Figure 7 & Equation 5)
concatenation fusion is performed with the outputs of the
LSTM layers. The result of the fusion passes then in three
fully connected layers activated by a ReLu, with respectively
256, 64, and 16 units. Finally, as for the baseline models, the
output of the 16 units fully connected layer is passed to a
two-unit classification layer activated by a softmax.

In addition, a dropout layer is used in all fusion models
between all the previously mentioned layers.

pearly fusion = softmax(zearly) (5)

IV. EXPERIENCE

A. Data

Our database has been annotated on the uni-modal percep-
tion of violence by following the procedure below. First of
all, all our recordings have been cut into 2s segments, each
segment was listened and viewed separately to get a violence
annotation on each mode. This choice was made because the
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Fig. 7: Early fusion model

Train set Val set Test set
Normal scenes 1574 202 365
Violence scenes 1782 284 411

TABLE I: Instances distribution in sets

violence is not necessarily perceptible simultaneously on both
modes. This mode’s inconsistency can be explained for several
reasons, violence without shouting or violence off-camera for
example. Annotations of each mode are joined by following
the Equation 6, with 0 for normal instance and 1 for violence
instance, to form an event annotation. These event annotations
have been used for the training and evaluation of models.

y =

{
0, if yaudio = 0 and yvideo = 0

1, otherwise
(6)

Among the 224 recorded scenarios, 202 contain violence
and 22 do not contain violence. These scenarios were cut
into 5s instances with a hop length of 2s. We obtain 16939
instances with a distribution of 64% of normal instances and
36% of violence instances. This imbalance is explained by the
fact that the violent phases represent only a small part of the
scenarios played. To remove a training bias, we reduced this
imbalance by applying random under-sampling on the normal
class. The final instances distribution according to the sets is
detailed in Table I.

Then features were extracted by the selected feature ex-
tractors. For the audio, we have provided 220500 samples
representing 5s as input to the OpenL3 network. The extracted
features are in (46, 512) shape for the time-step and channels.
For each crop of the video, we provide as input to the I3D
network, selected for feature extraction, 125 RGB frames in
16 : 9 format resized to 224×224. For video, feature extraction
result in a (15, 1024) shape output.

B. Training and evaluation

All classification models are trained with a batch size of
32 for 500 epochs with 0.33 dropout by an Adam optimizer
with a learning rate of 0.0001 according to the MultiLabel-
SoftMarginLoss function:

loss(p, y) = − 1

C
∗
∑
i

y[i] ∗ log((1 + exp(−p[i]))−1)

+ (1− y[i]) ∗ log( exp(−x[i])

(1 + exp(−x[i]))
) (7)
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where p denotes the model prediction and y denotes the ground
truth of input instance. The feature extraction part of the
architectures (Figure 2,4,5,6,7) are not trained with our dataset.

Few works dealing with audio-visual data to detect events
is available in the community to compare our models perfor-
mance. We have therefore only select the AVE architecture,
proposed by Tian et al. in [32]. This architecture has been
proposed by authors for audio/video event localization in
unconstrained videos. We have trained it on our database and
compared it with the fusion models previously described.

Both uni-modal models are trained and evaluated to quantify
how a fusion step is improving the global performance.

All models are trained by using the same parameters and the
following procedure. As shown in Table I, the train set is used
to learn the models weights to our task. The validation set is
used to retain the best models weights with the minimum loss
during the training. And finally, the evaluation is performed
on the test set that is not seen during the training phase.

To evaluate the performance of all the models we use the
global accuracy rate defined by:

accuracy =
TP+TN

TP+FP+TN+FN
(8)

where TP, FP, TN and FN are respectively the number of
true positive, false positive, true negative and false negative
predictions. This metric is relevant because we also balanced
the test set.

In addition we use the confusion matrix and the Venn
diagram [33] to describe more precisely the behaviour of our
models w.r.t. the violence and no violence classes.

V. PERFORMANCES

The Table II is regrouping the global accuracy rate for each
architecture. First, by analyzing the accuracy of the uni-modal
models, we can notice that the detection of the violence event
is 8% more efficient by processing the audio signal than by
processing the video signal. These better performances are
explained by two factors. The first one is that the violent scenes
are largely different from the normal scenes on the audio signal
(quiet room vs. shouting). The second reason is that the video
signal is sensitive to many occultations. For the predictions
based fusion model, we notice that the performances are
identical or less good than the uni-modal system: raising all
the alerts of uni-modal systems seems not to be the optimal
decision rule. The late and the early fusion models improve the
accuracy w.r.t. the audio uni-modal model. The early fusion is
6% better than late fusion and early fusion model is 2% better
than AVE architecture. Moreover, by analyzing the confusion
matrices (cf. Figure 8), we observe that the late fusion model
is better than early fusion model at reducing FP while the early
fusion model is better at reducing FN.

By observing the Venn diagrams of these models, we try
to go further in the analysis of errors. Each Figure 9 and 10,
is representing the common errors (FP and FN) between uni-
modal models and respectively early and late fusion model.
Firstly, we can observe in the yellow circle of Venn diagram

Model Accuracy
AVE 86%
Video 73%
Audio 81%

Uni-modal prediction fusion 77%
Late fusion 82%
Early fusion 88%

TABLE II: Accuracy performance of models

Fig. 8: Confusion matrix of models

that early fusion makes only 12 new errors while late fusion
model make 34 new errors. These new errors being less
numerous is a major advantage for this architecture. Moreover,
we can observe through the overlaps that the late model makes
many common FN errors (74+22) with the video model, unlike
the early fusion model (20+23) has common errors which
proves that early fusion allows a better modelling between
audio and video.

VI. CONCLUSIONS

In this paper, we present a new railway audiovisual database
containing violent scenes acted and acquired in a real train.
We propose several audio/video LSTM based architectures
based on two generic audio and video features extractor trained
on large communities database. We evaluate the impact of
the fusion level on the performance of the network that we
compare with AVE architecture, a well-known state-of-the art

Fig. 9: Late fusion errors venn diagram
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Fig. 10: Early fusion errors venn diagram

method. First, we show that without transfer learning of the
feature extraction backbone, our architecture yield quite good
results. Moreover, our evaluation shows that our early fusion
architecture provide the highest global accuracy and better
accuracy than AVE architecture.
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