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Abstract—This paper presents a majorization-minimization-
based framework for learning time-varying graphs from spatial-
temporal measurements with non-convex penalties. The proposed
approach infers time-varying graphs by using the log-likelihood
function in conjunction with two non-convex regularizers. Using
the log-likelihood function under a total positivity constraint,
we can construct the Laplacian matrix from the off-diagonal
elements of the precision matrix. Furthermore, we employ non-
convex regularizer functions to constrain the changes in graph
topology and associated weight evolution to be sparse. The
experimental results demonstrate that our proposed method
outperforms the state-of-the-art methods in sparse and non-
sparse situations.

Index Terms—Graph topology learning, time-varying graphs,
Laplacian constraints, non-smooth and non-convex penalties

I. INTRODUCTION

The data in a variety of networked structures, including

social networks [1], brain networks [2], traffic networks [3],

electronic networks [4], and sensor networks [5], exhibit

certain intrinsic relationships with the underlying network

structure. The inherent network structure can be exploited

to analyze data from large-scale networks in an efficient

manner. A graph and graph signal are the most natural ways to

represent the inherent structure and network data [6]. However,

in many applications the underlying graph is unavailable [1]–

[3]. In such scenarios one of the challenges in graph signal

processing is to learn the graph topology.

Prior to recent developments, approaches to identify graph

topology relied on learning static networks, i.e., networks

whose structure does not change over time [6]. However, the

increasing prevalence of networks with time-varying compo-

nents has quickly necessitated the development of alternative

methods for graph topology learning. For example, it is of

interest to infer time-varying networks of functional compo-

nents in the brain using electroencephalography (EEG) or

functional magnetic resonance imaging (MRI) data [7], to

identify relationships between companies based on historical

stock prices [8], and to capture changes in the environment

factors [9]. As a result, it would be impossible to take into

account the dynamic nature of these structures using a static

approach. A straightforward approach would be to group

the observation time into non-overlapping windows and then

estimate each graph individually using a static graph learning
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algorithm. However, such an approach discards the temporal

relationship between graphs, which can improve estimation

accuracy, and it may require a large sample size within each

time window, which is not always feasible.

Several works in the literature have addressed the time-

varying graph topology learning [10]–[13]. Time-varying

graphs are often learned by splitting the data into separate

windows and learning a graph for each separate window

with assumptions about the relationships between the graphs.

Therefore, a transition constraint must be used [10], [13]. The

differences between the algorithms are a result of considering

different objective and regulation functions, which are influ-

enced by prior knowledge of graph data and transitions, such

as sparsity, smoothness, and bandlimiting. In [10] an algorithm

for time-varying graph learning is proposed considering the

graph signal to be smooth and the transitions between graphs

sparse. As a result, this algorithm considers Direchlet energy

functions as the main objective function that is regulated by

Frobenius norm to ensure graph sparsity, and fussed LASSO

(FLasso) to enforce sparse temporal transitions. However,

a Dirichlet energy objective function can be viewed as an

approximation of a log-likelihood function for learning graphs

[8], and in general using a log-likelihood function may lead to

better estimation accuracy. Moreover, the Frobenius norm does

not promote sparsity and zero elements as effectively as the

l1 norm, minimum concave penalty (MCP) [14] or smoothly

clipped absolute deviation (SCAD) [15] penalties.

This paper proposes log-likelihood approaches with sparse

penalties to enforce sparsity in graphs, and sparse penalties

for transition in order to emphasize the similarity between

successive graphs. Since the l1 norm with log-likelihood

cannot provide sparse solutions for graphs, we use SCAD to

encourage sparsity in each time window [16]. For the temporal

regularizer, both SCAD and FLasso are considered. In contrast

to FLasso, SCAD is more capable of identifying preserved

and changed edges across successive windows, which makes

it a more efficient temporal regulator. We consider the total

positivity constraint to obtain a Laplacian matrix from the

off-diagonal elements of the precision matrix. The result-

ing optimization problem is solved using the majorization-

minimization (MM) framework [17], where each minimization

problem can be effectively solved with an alternating direction

method of multipliers (ADMM) [18] based algorithm.
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II. PRELIMINARIES AND PROBLEM FORMULATION

Consider a weighted undirected graph G = (V, E ,W),
where V = {1, · · · , P} is the node set, E ⊆ {1, · · · , P} ×
{1, · · · , P} denotes the edge set, and W is the symmetric

weighted adjacency matrix, whose elements are non-negative

edge weights. It is assumed that there no self-loops or multiple

edges in the graph, which implies diag(W) = 0. A graph

signal is given by x = [x1, · · · , xP ]
T ∈ R

P , where xi

is a measurement at node i. If (i, j) ∈ E , xi and xj are

mutually dependent or similar with the similarity proportional

to Wij . The goal of graph topology learning is to estimate

the weighted adjacency matrix W, given the data matrix

X = [x(1), · · · ,x(M)] as input, where x
(m) is the mth data

vector and M is the number of graph signals.

In graph theory, the graph Laplacian is defined by L = D−
W, where D is a diagonal weighted degree matrix with Dii =
∑P

j=1 Dij , ∀i ∈ {1, · · · , P}. Equivalently, the Laplacian can

be defined as L ∈ L where L is

L =

{

L ∈ R
N×N : L = L

T, Lij ≤ 0, (i 6= j),
Lii = −

∑

i6=j Lij

}

. (1)

Since the Laplacian matrix is not a full rank matrix, the

generalized Laplacian of a graph may be defined as Lg =
L + V, where V is a diagonal matrix. If all the diagonal

elements of V are strictly positive, then Lg is positive-definite.

The graph signal x generation can be described as [19]

x = Hx0 + ǫ, (2)

where x0 is the latent variable, H represents the graph Fourier

transformation matrix, and ǫ ∼ N (0, σ2
ǫ I) is the additive

noise. Assuming that x0 is drawn from a zero mean Gaussian

distribution, it is easily shown that the graph signal can be

modeled as follows [19]:

x
(m) ∼ N (0,L† + σ2

ǫ I), ∀m ∈ {1, · · · ,M}, (3)

where A
† represents the Moore-Penrose pseudo-inverse of A.

Therefore, from (3) one can see the dependence of the graph

signal on the Laplacian matrix L or generealized Laplacian

matrix Lg = L + σ2
ǫ I. Consequently, it can be assumed that

x is multivariate Gaussian and estimate the precision matrix

Ω = Σ
−1 of Gaussian graphical model based on the sample

covariance matrix Σ̂ = 1
M
XX

T.

The log-likelihood is a well studied objective function for

estimating precision matrices of Gaussian graphical models.

The Laplacian matrix can b estimated by considering either

Ω = L with the constraint Ω ∈ L [16], [20] or having

Ω = Lg and Ω ≻ 0 [21]. Furthermore, one can also impose

the total positivity constraint Ωij ≤ 0, ∀i 6= j and extract the

weighted matrix from off-diagonal elements of the precision

matrix [22]. The Laplacian matrix can be estimated by the

weighted adjacency matrix. The problem of estimating the

precision matrix with log-likelihood objective with penalties

and total positivity constraint can be expressed as [22]

Ω̂ =argmin
{Ω}

− log(det(Ω)) + tr(ΩΣ̂) + ωPod(Ω), (4)

subject to Ω ≻ 0, [Ω]ij ≤ 0 ∀i 6= j,

where Pod(·) is the penalty function to incorporate prior

knowledge about the off-diagonal elements of Ω. Several

functions can be used to impose sparsity on a structure. For

example, the LASSO penalty is a well-known for enforcing

sparsity in graphs. However, it has been shown that the LASSO

penalty is unable to recover the Laplacian structure when

used with log-likelihood objective function; thus, resulting in

estimate with fully connected graphs [16]. Therefore, in this

paper, we investigate the SCAD function which is non-convex

to provide sparsity in the estimated graph with a lower bias

effect than LASSO [16], [23].

A time-varying weighted graph refers to a sequence of

weighted graphs, i.e., {Gt}Tt=1 = (V, Et,Wt)
T
t=1. All nodes in

each graph remain the same, but the edges may change. Time-

varying graph learning involves identifying the sequence of

graph Laplacians {L1, · · ·LT }, associated with the underlying

sequence {X1, · · · ,XT }. We can model time-varying graph

learning by utilizing (3) and a graph evolution process as [10]

x
(m)
t ∼ N (0,L†

t + σ2
ǫ I), ∀m ∈ {1, · · · ,M}

Lt =

{

L1, t = 1

Lt−1 +∆Lt, t > 1
(5)

where x
(m)
t , Lt, and ∆Lt represent, respectively, a signal,

graph Laplacian and graph variation at a given time. In order

to enhance the estimation accuracy of time-varying graphs,

one can utilize the prior information about the graph variation.

Thus, the problem of learning time-varying graph topology can

be formulated as an optimization given by

Ω̂ = argmin
{Ω1,··· ,ΩT }

T
∑

t=1

− log(det(Ωt)) + tr(ΩtΣ̂t) + ωPod(Ωt)

+ η

T
∑

t=2

Ψ(Ωt −Ωt−1),

subject to Ωt ≻ 0, [Ωt]ij ≤ 0 ∀i 6= j, ∀t ∈ {1, · · · , T},
(6)

where Ψ(·) is a temporal regulation function. In order to

enforce sparse change between two successive time-windows,

the FLasso regulation function can be used [24]. However,

FLasso does not distinguish between situations where an edge

changes or remains the same in two successive time windows.

This leads to unexpected similarity between edges across

successive windows and a high bias. Also, when an abrupt

change occurs, FLasso leads to a smooth change. Several

non-convex penalties, such as MCP and SCAD, can help

to distinguish between the two situations, so they can both

maximize similarity when needed and promote change when

necessary with a low bias effect. Therefore, we study the

possibility of using non-convex penalties, such as SCAD, as

a temporal regulation function Ψ(·).

III. PROPOSED MAJORIZATION-MINIMIZATION BASED

LEARNING APPROACH

In order to deal with the non-convexity of SCAD in opti-

mization problem (6), we use the majorization-minimization
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(MM) framework [17], which is a two-step iterative procedure

as explained below. In the first step, one can construct a

majorized function f (l+1)(Ω) that locally approximates the

objective function F (Ω) at Ω̂
(l)

, which at iteration l + 1 is

given by

f (l+1)(Ω) =
T
∑

t=1

− log(det(Ωt)) + tr(ΩtΣ̂t)

+
∑

i6=j

ω
(l+1)
t,ij |[Ωt]ij |+

T
∑

t=2

T
∑

i=1

T
∑

j=1

η
(l+1)
t,ij |[Ωt −Ωt−1]ij |,

(7)

where η
(l+1)
t,ij = |ηP ′

od([Ω̂
(l)

t ]ij)| and ω
(l+1)
t,ij = |ωΨ′([Ω̂

(l)

t −

Ω̂
(l)

t−1]ij)| and P ′
od(x) is the sub-derivative of function P ′

od(·) at

point x. The second step consists of minimizing the majorized

function f (l+1)(Ω) under the mentioned constraints. For this

purpose, we propose an ADMM-based method to solve the

optimization.

To apply ADMM algorithm, one can rewrite the (6) as

Ω̂
(l+1)

= argmin
{Ω1,··· ,ΩT }

T
∑

t=1

(

− log(det(Ωt)) + tr(ΩtΣ̂t) +
∑

i6=j

ω
(l+1)
t,ij |[Z0,t]ij |

)

+
T
∑

t=2

T
∑

i=1

T
∑

j=1

η
(l+1)
t,ij |[Z2,t − Z1,t−1]ij |,

subject to Z0,t = Ωt, ∀t ∈ {1, · · · , T}

(Z1,t−1,Z2,t) = (Ωt−1,Ωt), ∀t ∈ {2, · · · , T}

Ωt ≻ 0, [Z0,t]ij ≤ 0, ∀i 6= j, ∀t ∈ {1, · · · , T},
(8)

where Z = {Z0,Z1,Z2} = {[Z0,1, · · · ,Z0,T ], [Z1,1, · · · ,
Z1,T−1], [Z2,2, · · · ,Z2,T ]} is a set of auxiliary variables.

Consequently, the Lagrangian function can be written as

Lρ(Ω,Z,U) =

T
∑

t=1

(

− log(det(Ωt)) + tr(ΩtΣ̂t)

+
∑

i6=j

ω
(l+1)
t,ij |[Z0,t]ij |+

ρ

2
‖Ωt − Z0,t +U0,t‖F

)

+

T
∑

t=2

( T
∑

i=1

T
∑

j=1

η
(l+1)
t,ij |[Z2,t − Z1,t−1]ij |

+
ρ

2
‖Ωt−1 − Z1,t−1 +U1,t−1‖F +

ρ

2
‖Ωt − Z2,t +U2,t‖F

)

,

(9)

where ρ denotes the ADMM penalty parameter, U =
{U0,U1,U2} = {[U0,1, · · · ,U0,T ], [U1,1, · · · ,U1,T−1],
[U2,2, · · · ,U2,T ]} is the scaled dual variable, and Ω =
{Ω1, · · · ,ΩP }. Since the constraints Ωt ≻ 0, and Z0,t ∈
Vp = {Vij ≤ 0, ∀i 6= j} can be involved in the minimization

of the sub-problems, there is no need for dual variables

associated with them. In this case, the problem can be solved

with the classic two-block ADMM algorithm whose (k+1)th
iteration can be written as

Ω
(k+1) = argmin

Ω≻0

Lρ(Ω,Z(k),U(k)), (10)

Z
(k+1) = argmin

Z0∈Vp,Z1,Z2

Lρ(Ω
(k+1),Z,U(k)), (11)

U
(k+1) = U

(k) + (Ω(k+1) − Z
(k+1)). (12)

Within the (k + 1)th iteration, separate updates can be per-

formed for each Ωt as follows:

Ω
(k+1)
t = argmin

Ωt≻0

− log(det(Ωt))+tr(ΩtΣ̂t)+
1

2µ
‖Ωt−A‖F ,

(13)

with A =
Z

(k)
0,t+Z

(k)
1,t+Z

(k)
2,t−U

(k)
0,t−U

(k)
1,t−Z

(k)
2,t

3 , and µ = Mt

3ρ . From

[18], one can see that:

Ω
(k+1)
t :=

µ

2
Q(D+

√

D2 + 4µ−1I)QT, (14)

where QDQ
T is the eigen value decomposition of A+A

T

2µ −

Σ̂t.

Updating Z0 can be accomplished by updating each Z0,t

separately as follows:

Z
(k+1)
0,t = argmin

Z0,t∈Vp

∑

i6=j

ω
(l+1)
t,ij |[Z0,t]ij |

+
ρ

2
‖Ω

(k+1)
t − Z0,t +U

(k)
0,t ‖F . (15)

The constraint can be treated as a simple mapping function to

a non-positive domain for off-diagonal elements. Therefore,

the solution comes as follows:

[Z
(k+1)
0,t ]ij =

{

[Ω
(k+1)
t +U

(k)
0,t ]ij , i = j

min(0,Shrink([Ω
(k+1)
t +U

(k)
0,t ]ij ,

ωt,ij

ρ
)), i 6= j

(16)

where Shrink(u, α) = u
|u| max{0, |u| − α}.

For Z1 and Z2, the update steps can then be separated into

Z1,t−1 and Z2,t ∀t ∈ {2, · · · , T} as follows:

[

Z
(k+1)
1,t−1

Z
(k+1)
2,t

]

= argmin
Z1,t−1,Z2,t

T
∑

i=1

T
∑

j=1

η
(l+1)
t,ij |[[Z2,t − Z1,t−1]ij |

+‖Ω
(k+1)
t−1 −Z1,t−1+U

(k)
1,t−1‖F +‖Ω

(k+1)
t −Z2,t+U

(k)
2,t ‖F .

(17)

As it can be seen in [25], the above step can be simplified to:

[

Z
(k+1)
1,t−1

Z
(k+1)
2,t

]

=

1

2

[

Ω
(k+1)
t +U

(k)
2,t +Ω

(k+1)
t−1 +U

(k)
1,t−1

Ω
(k+1)
t +U

(k)
2,t +Ω

(k+1)
t−1 +U

(k)
1,t−1

]

+
1

2

[

−E

E

]

, (18)

where [E]ij = Shrink([Ω
(k+1)
t − Ω

(k+1)
t−1 + U

(k)
2,t −

U
(k)
1,t−1]ij ,

2ηij

ρ
), ∀(i, j) ∈ {1, · · · , P} × {1, · · · , P}.
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Moreover, scaled dual variables can be updated as

U
(k+1)
0,t = U

(k)
0,t + (Ω(k+1) − Z

(k+1)
0,t ), ∀t ∈ {1, · · · , T} (19)

U
(k+1)
1,t = U

(k)
1,t + (Ω(k+1) − Z

(k+1)
1,t ), ∀t ∈ {1, · · · , T − 1}

(20)

U
(k+1)
2,t = U

(k)
2,t + (Ω(k+1) − Z

(k+1)
2,t ).∀t ∈ {2, · · · , T} (21)

Finally, a stopping criteria as in [18] can be adapted for the

minimization step. It is worth noting that, the algorithm will be

terminated in accordance with the stopping criteria specified

in the MM framework [17].

IV. SIMULATION RESULTS

In this section, we examine the efficacy of our proposed

time-varying graph topology learning method using synthetic

data. For comparative assessment, we utilized the time-varying

graph learning (TVGL) method proposed in [10]. In all exper-

iments, the optimal hyper-parameters values for each method

were chosen through grid search.

A time-varying Erdős–Rényi graph is used as a data source

for our experiments. As a starting point, we construct an

Erdős–Rényi graph consisting 36 nodes with an edge probabil-

ity Pe = 0.06. The edge weights are distributed uniformly in

the interval [2, 5]. We assume that there are 100 time windows

and the changes in the topology occur in time windows

11, 21, · · · , and 91. The changes are generated by re-sampling,

and re-weighting 10% of the edges in Wt−1. As a result, data

point x
(m)
t is generated as follows: x

(m)
t ∼ N (0,L†

t + σ2
ǫ I),

where σǫ = 0.1. For our experiments, we assume Mt = 10
data samples per time window. The results in Fig. 1 indicate

that TGAM with SCAD as sparse and temporal penalties per-

form better than alternative methods for edge recovery, edge

weight estimation, and capturing changes with a lower bias

effect when transitions occur. Moreover, Fig. 1a demonstrates

that SCAD is more effective in preserving similarity than

FLasso. In Fig. 2, it is more evident that SCAD can act more

selectively than l1 to impose similarity between two time slots,

and can alleviate the bias effect of Flasso.

In the second scenario, we compared the performance of

algorithms against time-varying sparsity level. As a measure

of performance, we considered the F-measure [10], which

is a weighted average of precision and recall that reflects

the accuracy of the estimated graph structure., and relative

error [10], which indicates how accurate the edge weights

of the estimated graph are. Under the same settings as in

first scenario, we generated time-varying graphs for differ-

ent Pe ∈ {0.06, 0.08, · · · , 0.5} representing various sparsity

levels. The simulation results in terms of F-measure and

relative error, obtained by averaging over 20 independent

trails are plotted in Fig. 3 and Fig. 4. In terms of the F-

measure, TVGM-SCAD-SCAD outperforms other methods

both in sparse and non-sparse situations, as shown in Fig. 3.

On the other hand, TGAM-SCAD-SCAD and TGAM-SCAD-

FLasso provide better relative error than TVGL-FLasso in

sparse enough situations, as shown in Fig. 4.
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Fig. 1: (a) Ground truth, (b) TGL-FLasso, (c) TGAM-SCAD-

FLasso, (d) TGAM-SCAD-SCAD.
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Fig. 2: There is a display of the temporal variation in the time-

varying graph for TVGL-FLasso, TVGM-SCAD-FLasso and

TVGM-SCAD-SCAD.

V. CONCLUSION

In this paper, we have presented a learning method for

time-varying graph topology using log-likelihood formulations

with non-convex penalties. To obtain Laplacian graphs, we

imposed the total positivity constraint, and then extracted

the Laplacian matrices from the diagonal of the precision

matrices. For the first time, we adopted a non-convex and

non-smooth penalty function, SCAD, as a temporal regulation

function. SCAD penalty is demonstrated to be more effective

in capturing abrupt changes and preserving similarity in time-

varying graphs. Based on F-measure and relative error, our

algorithm performed better than existing methods.
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Fig. 3: F-measure of learning time-varying graphs for different

levels of sparsity.
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Fig. 4: Relative error of learning time-varying graphs for

different levels of sparsity.
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