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Abstract—In this work, we focus on partitioning dynamic
graphs with two types of nodes (bi-colored), though not necessar-
ily bipartite graphs. They commonly appear in communication
network applications, e.g., one color being base stations, the other
users, and the dynamic process being the varying connection
status between base stations and moving users. We introduce
a partition cost function that incorporates the coloring of the
graph and propose solutions based on the generalized eigenvalue
problem (GEVP) for the static two-way partition problem.
The static multi-way partition problem is then handled by a
heuristic based on the two-way partition problem. Regarding
the adaptive partition, an eigenvector update-based method is
proposed. Numerical experiments demonstrate the performance
of the devised approaches.

Index Terms—graph partitioning, spectral clustering, general-
ized eigenvalue problem, dynamic graphs

I. INTRODUCTION

Graphs have been gaining more and more attention since
they can model networked data and their complex rela-
tions [23]. They are pervasive and present in several real-
world applications, e.g., social media [16], the internet [4], and
sensor networks [7]. The graph structure can be used to cluster
(or partition) a network in subgroups that exhibit a certain
type of closeness. For example, by performing clustering
on graphs, we can identify groups of nodes sharing certain
similarities [24], which has benefits for certain applications.
In long-term evolution cellular networks, for instance, the
capacity can be improved by performing clustering based on
network connectivity [6]. Another example can be found in
a computer with multiple processors, where an appropriate
clustering of the processors can result in a good load balancing
and minimize the ratio of communication over computation
cost for a given task [17].

In the literature, various clustering techniques have been
proposed. Among them, spectral clustering has become one of
the most popular clustering algorithms [22]. Spectral clustering
utilizes the information carried by the eigenvectors of the
graph Laplacian to partition the vertices of the graph [10].
Spectral clustering is conceptually simple and can be solved
efficiently by linear algebra methods [21] and often achieves
better results compared with traditional methods [22].

To derive appropriate and meaningful clusters, a well-
chosen criterion is required, which can be translated into
a cost function that needs to be optimized. Some well-
known cost functions, such as MinMaxCut [5], [12] and
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NormalizedCut [19], are generally applicable and capture
metrics of interest for partitioning typical graphs. However, for
some applications, we might be interested in specific goals ren-
dering general cost functions not applicable. For example, in
a communication network where there exist different types of
nodes (colors), e.g., users and base stations, typical cost func-
tions for graph partitioning are oblivious to the graph coloring.
Furthermore, for some applications, graphs as models should
be evolving in time, i.e., they should be dynamic [13]. These
dynamics can be variations of edge weights, or the number of
nodes within the graph. As partitioning dynamic graphs from
scratch might incur a high computational burden, adaptively
updating graph clusters becomes of utmost importance.

In our work, we focus on partitioning dynamic bi-colored
graphs, where there are two types of vertices and the dynamics
are related to variations of edge weights. Taking into account
the different node types, we put forth a cost function capturing
the color dependency of the partition which is relevant to
typical communication network clustering problems (Sec. II).
To tackle the partition problem, we first focus on the static two-
way partitioning problem (bisection), which is a special case
of the multi-way partition problem, and provide a way to relax
the introduced cost function relying on spectral clustering. This
approach is then extended to the multi-way partition problem
(Sec. III). Finally, based on the discussions on the static
case, an adaptive partitioning method is introduced, using the
eigenvectors update approach based on matrix perturbation
theory (Sec. IV).

II. BI-COLORED GRAPH PARTITIONING

Let us consider a (possibly) dynamic graph G(V, E) with
adjacency matrix W and graph Laplacian L, where V and E are
the vertex set and edge set, respectively. We denote |V| = N
and assume there are two types of vertices (colors) B and U
in the graph, satisfying B ∪ U = V and B ∩ U = ∅. An edge
ei,j ∈ E can exist between the same and different types of
vertices and its edge weight is denoted as [W]i,j = wi,j ≥ 0.
Thus, this graph is not necessarily bipartite.

Now, let us consider a 4G/5G cellular network to motivate
the (dynamic) bi-colored graph partition problem. When the
coordinated multipoint concept is used to improve the perfor-
mance, data has to be exchanged between base stations [2],
[3], [9], [11], [26]. This data, e.g., channel state information or
user data, is shared through the backhaul network. However,
exchanges through the whole network lead to a signaling
overhead and are thus infeasible. Therefore, the data should be
exchanged locally [1], [25], that is, we need to identify local
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clusters and communicate the information within each cluster.
In this case, we have two types of nodes (colors) given by
base stations and users and two types of edges with varying
weights, including wireless links (base stations - users) and
wired links (base stations - base station). As the users are
mobile, the connection status between users and base station
changes over time (dynamic).

In such a setting, it is desired to minimize the commu-
nication across local clusters, since the traffic routed between
different clusters is expensive [8], [14]. In addition, to use base
stations efficiently, clusters need to be as dense as possible
regarding wireless links (base stations - users). These goals
can be formally written as follows: given a number of clusters
K, our objective is to decompose the vertices of the dynamic
graph into K disjoint and non-empty clusters {Cm}m=1,...,K

by minimizing the following cost function

J({Cm}) =
K∑

m=1

∑
i∈Cm,j∈V\Cm

wi,j∑
i∈Bm,j∈Um

wi,j
, (1)

where Bm = Cm ∩ B ( ̸= ∅), Um = Cm ∩ U ( ̸= ∅) are
non-empty set of nodes of the same color in each cluster Cm
and Ci ∩ Cj = ∅ implies there are no edges between two
clusters, ∀i, j ∈ {1, ...,K}, i ̸= j. In other words, we want
to minimize the connections between the different clusters
(captured in the numerator) yet maximize the connections
between the different types of nodes within every cluster
(captured in the denominator). For the dynamic setting, this
problem needs to be solved as the graph evolves.

III. STATIC TWO-WAY PARTITIONING PROBLEM

To approach the adaptive multi-way clustering problem,
we first focus on the simpler static graph bisection problem,
which is a special case with K = 2. As for classical graph
partitioning, graph bisection sheds light on how to deal with
the multi-way partition problem. After the static case, we will
go to the dynamic case.

A. Matrix-Vector Form of the Cost Function

To rearrange cost (1) in a more manageable form, let us
define the cluster indicator vector for set Cm as cm ∈ {0, 1}N ,
i.e., [cm]i = 1 if i ∈ Cm. Further, since cm ̸= 0, ∀m and∑K

m=1 cm = 1, we could write the numerator of (1) as∑
i∈Cm,j∈V\Cm

wi,j = c⊤mW(1 − cm)
(a)
= c⊤mLcm,

where (a) is due to c⊤mW1 = c⊤mdiag(D) = c⊤mDcm since
cm is a binary vector. Likewise, let us define the two color
indicator vectors [b]i = 1 if i ∈ B and [u]i = 1 if i ∈ U and
the respective indicator matrices Bin := diag(b) ∈ {0, 1}N×N

and Uin := diag(u) ∈ {0, 1}N×N to write the denominator
of (1) as ∑

i∈Bm,j∈Um

wi,j = c⊤mBinWUincm = c⊤mW̃cm.

where we defined W̃ := BinWUin for a compact notation.
Bringing these together, the cost function (1) becomes

J({cm}) =
K∑

m=1

c⊤mLcm
c⊤mW̃cm

. (2)

For K = 2, one indicator vector is the direct complement
of the other, i.e., c2 = 1 − c1. Hence, we can use a single
variable denoted as c. The cost then becomes

J(c) =
c⊤Lc
c⊤W̃c

+
c⊤Lc

κ− q⊤c + c⊤W̃c
, (3)

where κ := 1⊤W̃1, q := (W̃
⊤
+ W̃)1, and c ∈ {0, 1}N with

c ̸= 0,1.

B. Solution based on the GEVP

Similar to previous works [5], [22], to simplify the opti-
mization, we drop the binary constraints on c and relax it
to RN , which is then called the continuous indicator vector.
Clearly, this cost function is scale sensitive in c because of the
existence of the linear term. Furthermore, the solutions c = 0
or 1 should be avoided. To deal with these issues, we adopt
the constraint c⊤Lc = 1 on c. In summary, we focus on the
following optimization problem:

min
c∈RN

J(c) s.t. c⊤Lc = 1. (4)

To partition the graph, we first provide the critical points
of (4).

Proposition 1. Consider the optimization problem (4). Its
critical points correspond to vectors c satisfying the expression

WS(c − 0.5γ1) = λL(c − 0.5γ1), (5)

where

λ =
4b1b2(b1 + b2 + νb1b2)

a(b21 + b22)
, γ =

2b21
b21 + b22

,

with a := c⊤Lc, b1 := c⊤W̃c, b2 := κ − q⊤c + c⊤W̃c, ν =
−κ(b21 + b22)

−1 the optimal Lagrange multiplier, and WS :=

2(W̃
⊤
+ W̃).

Proof. Let us start from the Lagrangian L(c, ν) = J(c) +
ν(c⊤Lc − 1) with Lagrangian multiplier ν ∈ R. Taking the
gradient of this Lagrangian w.r.t. c, and equating it to zero,
we obtain the expression

WSc = λLc + γq, (6)

where λ and γ are defined as in the proposition based on the
earlier definitions of a, b1, and b2. Note that at this point, we
did not yet determine the Lagrangian parameter ν which will
be discussed later. Taking the structure of q = (W̃

⊤
+ W̃)1

into consideration, we can further simplify (6) to

WS(c − 0.5γ1) = λLc.

Since 1 is in the kernel of L, we then also have

WS(c − 0.5γ1) = λL(c − 0.5γ1), (7)
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which is a generalized eigenvalue problem (GEVP). And if
we denote the generalized eigenvector of (7) as u satisfying
u⊤WSu = λ,u⊤Lu = 1, then we obtain c = u + 0.5γ1.

To show that the vectors c derived by the generalized
eigenvectors u are valid critical points of (3), we have to
demonstrate that (i) c should satisfy c⊤Lc = 1, which is
guaranteed by u⊤Lu = 1 as 1 is in the kernel of L, and (ii)
c should lead to an equality between λ defined in (5) and
the generalized eigenvalue. This can be ensured by having
ν = −κ(b21 + b22)

−1. If we equate the way to compute the
generalized eigenvalue (left) and λ (right)

u⊤WSu
u⊤Lu

=
4b21b2 + 4b1b

2
2 + 4νb21b

2
2

a(b21 + b22)
, (8)

and plug in c = u + 0.5γ1, then by some manipulations, we
obtain ν = −κ(b21 + b22)

−1. The resulting vectors c are thus
the critical points of (4).

To retrieve the continuous indicator vector c, we first have
to solve the GEVP (7). However, as the Laplacian, by its mere
definition, has generally rank N−1, this GEVP has an infinite
eigenvalue [20]. Since we only care about the finite ones, we
can simply reshape the size of the singular value matrix of L,
ΣL, to (N − 1)× (N − 1) by eliminating the zero eigenvalue
and then constructing Ã = (ULΣ

−1/2
L )⊤WS(ULΣ

−1/2
L ). Here,

UL collects the appropriate N − 1 eigenvectors of L. The
generalized eigenvectors are then constructed as

U = ULΣ
−1/2
L UÃ, (9)

where UÃ denotes the eigenvector matrix of Ã. Note that now
we obtain a matrix U with size N × (N − 1) and it can be
easily seen that U satisfies

U⊤WSU = Λ, U⊤LU = I,

where Λ ∈ R(N−1)×(N−1) collects the finite generalized
eigenvalues on its diagonal.

Although to compute c we need to know γ (which depends
on c), we show that this does not pose a problem for finding
the partitions. But as we have discussed, the cost function
has multiple critical points related to multiple eigenvectors.
To determine which one to pick, we introduce the next result.

Proposition 2. The cost function can be upper-bounded by

J(c) <
8

λ
. (10)

Proof. We have

λ =
4b1b2(b1 + b2 + νb1b2)

a(b21 + b22)
=

4(b1 + b2)
2

J(c)(b21 + b22)
+

4ν21b
2
2

b21 + b22
.

With the Cauchy–Schwarz inequality, we can obtain

λ ≤ 8

J(c)
− 4κ

( b1b2
b21 + b22

)2
<

8

J(c)
,

since the second term is a positive value. By exchanging the
position of λ and J(c), the upper bound (10) can be obtained.

Therefore, the generalized eigenvector corresponding to the
largest eigenvalue should be chosen as the continuous indicator
vector as it tends to produce the smallest cost function by
minimizing the upper bound on J(c). After this selection,
similarly to classical graph partitioning, a binary solution,
c∗ ∈ {0, 1}N , can be retrieved by thresholding the continuous
solution through a function value sweep finding the best
function evaluation. Since 0.5γ1 is only an offset, working on
u produces the same clusters as working on c. Thus, there is
no need to compute γ. From now on, we will not differentiate
u and c.

C. Static Multi-way Partition

Similar to classical graph partitioning, for the multi-way
partitioning problem, we follow a heuristic approach and
select the K generalized eigenvectors related to the K largest
eigenvalues. One can stack these K vectors into a matrix UK ,
then treat each row of UK as coordinates and finally apply
K-means to obtain a label for each node.

IV. ADAPTIVE PARTITIONING

We proceed to derive the adaptive partitioning for when the
graph is dynamic. We formulate the variations in the graph
topology as perturbations to the graph matrices. The main idea
is to use the current eigenpair to approximate the new ones
for the perturbed graph and update accordingly the clusters.
Thus, although the method starts from the exact eigenpairs,
during the update procedure, there is no need to compute the
eigenpairs from scratch, reducing the computational load.

Assume the m-th eigenvector um and its related eigenvalue
λm are known and they are derived from the following GEVP

WSum = λmLum. (11)

Further consider the perturbed eigensystem [13]

(WS +∆WS)(um +∆um)

=(λm +∆λm)(L +∆L)(um +∆um). (12)

Now, to update the m-th eigenpair we need to derive ∆um

and ∆λm given ∆WS and ∆L. ∆λm can be given by

∆λm =
u⊤
m(∆WS − λm∆L)(um +∆um)

u⊤
m(L +∆L)(um +∆um)

(13)

through expanding (12). To find ∆um, we need to solve the
linear system resulting from expanding (12), i.e.,

(WS +∆WS − (λm +∆λm)(L +∆L))∆um

=(∆λmL + λm∆L +∆λm∆L −∆WS)um (14)

which can be written as K̃∆um = h̃.
Since K̃ is a singular matrix, which can be seen by rear-

ranging (12) as K̃(um + ∆um) = 0, a unique ∆um cannot
be determined. We assume here that the perturbations of the
matrices are small enough such that the approximation of the
generalized eigenvectors and eigenvalues hold. This provides
us with the intuition that the ∆um must be small in the l2-
norm sense as well. Therefore, we can add the norm of the
perturbation as a regularization term when solving the related
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Fig. 1: Red and blue: clusters. U1, U2, B1, B2: 4 blocks; U (circle), B (cross): two types of nodes. Left: Cost function value for generalized
eigenvectors (eigenvalues from large to small). Middle: Bisection of the proposed method. Right: Bisection of spectral clustering.

least squares problem. As a result, ∆um can be retrieved by
solving the following optimization problem:

min
∆um

||K̃∆um − h̃||22 + µ||∆um||22, (15)

where µ > 0 is a regularization parameter. This is the well-
known Tikhonov regularization problem, which can be solved
efficiently using conjugate gradient descent (CGD) with imax

iterations [18].
So far, we explained the different steps of the eigenpair

updating method. To perform K-way partitioning, the first K
eigenvectors are required. We initialize the method with the
eigenpairs computed by the GEVP. When the graph changes,
we first set ∆um = 0 and use (13) to obtain the first approxi-
mation of ∆λm with O(|E|) operations and then we solve (15)
based on ∆λm to obtain the first approximation of ∆um

with O(|E|) operations as well. We perform these two steps
alternatively with I iterations to refine the approximations for
each eigenpair. However, this method is incapable of ensuring
that the tracked K eigenvectors are the ones related to the
K largest eigenvalues. To address this issue, one can choose
to track M ≥ K eigenvectors. And after each update, one
reorders the eigenvalues and the eigenvectors descendingly as
the first K largest eigenvectors are sufficient and required to
produce the desired clusters. When L is a sparse matrix, the
overall complexity of the update is O(M × I × imax × |E|).

V. NUMERICAL RESULTS

A. Static Case

We consider a graph generated using a stochastic block
model with 4 blocks, U1, U2, B1, and B2, to be bisected [15].
Each block has 10 nodes. The intra-block edge probability is
0.9. The edge probability between U1-U2 and B1-B2 is 0.2.
The edge probability between U1-B1 and U2-B2 is 0.1. The
goal is to cluster U1-B1 and U2-B2.

We consider the binary adjacency matrix as W, and L as
its combinatorial Laplacian. The (continuous) indicator vectors
are derived by the procedure discussed in Section III-B. In the
implementation, we construct u by computing the eigenvectors
of L and Ã related to eigenvalues larger than 10−6. The cost
function values obtained by the thresholded columns of U
are shown in Fig. 1 (left), where the gap is because the cost
is infinity when being evaluated by some of the discretized

columns. The bisection result is shown in Fig. 1 (middle). As
a comparison, spectral clustering (SC) is also performed as in
[22] which arrives at different clusters as illustrated in Fig. 1
(right).

When using spectral clustering, we intrinsically minimize a
cost function such as MinMaxCut with

∑
i∈Cm,j∈Cm

wi,j in the
denominator, i.e., the cluster density is color-independent. But
our proposed cost function only considers the edges between
a U block and a B block. Consequently, the dense intra-
block edges and edges between U1-U2/B1-B2 have no effect
when producing clusters, leading to the desirable result. To
summarize, the results in this section validate our choice of
eigenvectors, and the solution to generate clusters.

B. Adaptive Case

The graph considered here is the model of a simulated
cellular network. The cellular network has 37 base stations
and 3 hotspots with a Gaussian shape. Each hotspot has 400
users. The base stations are initially uniformly distributed with
inter site distance (ISD) 1Km. The heterogeneity in the layout
of the base stations is achieved by randomly moving each base
station to another position within a 400 m × 400 m square
centered around its original position. The layout of the cellular
network is shown in Fig. 2 (Left). We assign graph weights as
wi,j = 1/di,j , where di,j is the Euclidean distance between
nodes i and j.

As connection is assumed to be local, we only preserve
edges having weights larger than a threshold ϵ. For different
types of edges, we set two thresholds.

• For the edges between different base stations1:

ϵ = 1/(1.1× ISD).

• For the edges between users and base stations:

ϵ = 1/(1.1× rc),

with rc = ISD/
√
3 the cell radius.

In the simulations, the regularization parameter µ is 10−4,
the number of alternating steps I is 2, the maximum number
of iterations in CGD imax is 6

√
N , and the number of

tracked components M is 4. The graph dynamics result from
randomly changing each user’s position within a 200 m × 200

1The factor 1.1 is used to account for the network heterogeneity.
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Fig. 2: Left: Cellular network layout. Middle: Cost function. Right: Time consumption of each update. [by EVD]: using (9); [by Update]:
using the proposed method; [no Update]: using the initial clusters.

m square centered around its previous position. Within each
perturbation, 20 users change their positions. Given that there
are 1200 users in the network, the change in the graph caused
by moving users can be modeled as a series of perturbations
of the adjacency matrix {∆Wt}t=1,2,...,60. We update the
eigenvectors and the clusters after each perturbation based
on the estimates after the previous perturbation (initialized
by the exact ones). We illustrate the cost function value and
the computation time at each time instant in Fig. 2 (middle)
and in Fig. 2 (right), respectively, where we can see how the
update procedure performs when the network changes over
time. As we can observe, the cost function from the proposed
method (Update) is almost the same as solving (11) exactly
(EVD), indicating a similarity in the determined clusters, but
with much less processing time.

VI. CONCLUSIONS

We studied the partitioning problem for dynamic bi-colored
graphs which contain two types of vertices. In the proposed
cost function, the color dependency was considered. We first
detailed the relaxation of the bisection problem and propose
a solution based on the generalized eigenvalue decomposi-
tion. This method is subsequently extended to a multi-way
partitioning approach. After that, we introduced an adaptive
partitioning method for dynamic graphs based on matrix per-
turbation theory and incremental clustering principles. Finally,
we validated the devised methods over synthetic bi-colored
graphs.
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