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Abstract—A decisive factor for face recognition performance
is face image quality (FIQ). It describes the utility of face images
for automatic recognition. While this FIQ has conventionally
been considered as a scalar for the whole image, emerging works
suggest assessing pixel-level FIQs to provide higher explainability.
However, the value of pixel-level qualities as a measure of utility
(value for recognition) is not yet investigated. In this work,
we address this by presenting two evaluation schemes, deletion
evaluation curve (DEC) and insertion evaluation curve (IEC).
The DEC investigates the change in recognition performance as
pixels are deleted based on their quality. Complementary, the
IEC reports the change in recognition performance as pixels
are inserted based on their quality into a blurred image. Since
pixel-level face image quality assessment (PLFIQA) methods
assign high values to pixels that contain discriminant information,
the recognition performance should decrease or increase when
they are removed or added, respectively. We have successfully
demonstrated the proposed evaluation scheme on two face
recognition solutions by comparing a recently proposed PLFIQA
method to a random baseline. With the growing interest in
explainable face recognition, the proposed metrics will enable
adequate comparison of future advances in pixel-level quality
assessment.

Index Terms—face recognition, explainablity, face image qual-
ity, evaluation metrics, biometrics

I. INTRODUCTION

Face recognition (FR) systems based on deep learning have
proven to be a powerful tool for incorporating high-performing
face recognition into our daily lives [1]–[3]. Despite the
significant advances in performance in recent years, today’s
FR systems are still challenged by unconstrained scenarios.
In these scenarios, the image acquisition process is not con-
trolled, and factors such as illuminations, pose, and occlusions
cannot be controlled. These larger variabilities might result in
defective matching decisions [4]. One approach to measure
the impact of these variabilities and to take them into account
during the matching process is the determination of the face
image quality (FIQ). FIQ describes the utility of the image for
the purpose of recognition [5]–[7], which does not necessary
reflect the perceived image quality [8]. Whether for developers
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or end-users, it is important to provide more explainable
decisions for the different components of the face recognition
system, including FIQ assessment.

A recent work [9] was the first to propose face image
quality, not on image-level, but on the pixel-level to introduce
a higher degree of explainability and interpretability of the es-
timated face image quality. The specification of pixel qualities
rather than scalar image qualities allows humans to identify
areas of low and high qualities given by an FIQ assessment
system. This explanation enables the user to react to low-
quality areas and provides visual and interpretable instructions
on how to increase the FIQ. Two example images of what
those pixel-level quality (PLQ) maps look like are shown in
Fig. 1. Although [9] has investigated the usefulness of the
approach based on synthetic improvement and degradations,
they did not evaluate the assessed PLQs as a measure of
the utility of these pixels in FR. Such an evaluation scheme
was not previously presented in the literature and is the
main contribution of this work. In the field of evaluating
classification decision, [10] and [11] proposed to use pixel
insertion and deletion metrics as a causal evaluation metrics
for attention map correctness. In these metrics, pixels are iter-
atively inserted or deleted based on the importance determined
by the attention maps, and the classifier’s prediction is then
analyzed. Our contribution is motivated by these works and
builds on them toward evaluating pixel-level biometric sample
quality assessment methods.

In this work, we propose two evaluation schemes to in-
vestigate the performance of pixel-level face image quality
assessment approaches. First, the deletion evaluation curve,
the pixel-level face image quality assessment performance, is
investigated in terms of the change in recognition performance
depending on the fraction of highest quality pixels that are re-
moved. Second, the insertion evaluation curve, the pixel-level
face image quality assessment performance, is investigated
by monitoring the change in recognition performance as the
highest quality pixels are inserted into a highly blurred version
of the image. In the experiments, we compare the approach
proposed in [9] on two different FR models, ArcFace [12]
and CurricularFace [13] to a random baseline approach. The
experiments show the usefulness of the proposed evaluation
scheme and its suitability to determine the performance of
pixel-level face image quality assessment methods.
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Fig. 1. Examples of the PLQ maps as proposed by [9]. Red indicates low
pixel quality, and green indicates high pixel quality. The green and yellow
pixels are mainly distributed over the face, where the highly discriminant
information is located. Our proposed evaluation scheme represents the cor-
rectness of such pixel-level quality as a measure of the utility of these pixels
for FR.

II. RELATED WORK

Different standards mentioned restrictions regarding face
image acquisition to achieve high quality and thus usability for
face recognition [14], [15]. Since the face image acquisition
process cannot be influenced in unconstraint scenarios this
results in a wide range of face image variations. This has
driven the need for face image quality assessment (FIQA)
approaches that assign face image utility estimations, i.e.
the usability of the face images for recognition [7]. Best-
Rowden and Jain [5] proposed to utilize human assessments
of face image quality and quality values based on similarity
scores to train a quality assessment network. FaceQNet [6]
in comparison, fine-tunes a face recognition network in a
regression task to predict face image quality values. Meng et
al. [16] proposed to encode the FIQ into the face representation
by using a magnitude-aware angular margin loss function. CR-
FIQA [17] presents a novel learning paradigm that estimates
the FIQ by predicting the relative classifiability. SER-FIQ [18],
on the other hand, exploits the robustness of FR models to
variations in dropout patterns to determine the FIQ.

Explaining face image quality on a more fine-grained level
to increase the explainability and interpretability was recently
proposed in [9]. The proposed PLQ maps are based on back-
propagated quality-dependent gradients and provide quality
estimates on pixel-level. Their work investigated the suitability
of the pixel-level qualities in a qualitative and quantitative
analysis based on synthetic improvements of low-quality areas
and degradations of high-quality areas. However, they did not
analyze the recognition performance in relation to the pixel-
level estimated quality, i.e. utility. This evaluation gap and
the foreseen emergence in explainable and spatially-defined
quality estimation is the main motivation behind this work.
An evaluation scheme of pixel-level qualities in recognition
performance is important and has not yet been presented.

III. EVALUATION METHODOLOGY

In this section, we propose our pixel-level face image
quality assessment (PLFIQA) evaluation scheme, which can
be perceived as an evaluation of explainable face image quality

assessment. Even though explainable machine learning has
been receiving a lot of attention lately, there is so far no
consensus on how such methods should be evaluated [19].
Since evaluating explainability by humans is costly and time-
consuming, automated methods should not be neglected. The
evaluation without humans also has the advantage that the
explanation corresponds more to the view of the model than
to that of the human, which reduces human bias [11].

We propose two evaluation schemes: deletion evaluation
curves (DEC) and insertion evaluation curves (IEC). The
motivation behind both approaches is that if pixels of high
quality, i.e. pixels with identity information, are considered,
face recognition performance should increase. If this is not the
case then the PLQ values do not reflect the usability for face
recognition. This is partially inspired by the work of Petsiuk et
al. [11] where they address the evaluation of activation maps.
They propose an insertion and deletion evaluation scheme
inspired by [10] to evaluate attention maps that try to explain
object classification decisions.

Since the calculated PLQs are ideally not only meaningful
within one face image but comparable across multiple face
images, i.e. the distribution of pixel qualities can vary between
images, we consider them across the entire database. To avoid
higher-level complexities of the variations in pixel qualities
between the reference and probe images, we restrict the
modification, and thus the evaluation, to the probe image only
and leave the reference image unchanged.

A. Deletion Evaluation Curve (DEC)

The intuition of the deletion evaluation curve (DEC) is
that removing high-quality pixels from the original images
by masking them with a constant value should quickly lead
to a decrease in recognition performance as they contain
relatively high-utility information. The masking in comparison
to other approaches, e.g. blurring, is motivated by removing
discriminant information. For the constant value, we chose
zero and therefore changed each deleted pixel’s color to black.
The DEC is created by evaluating the recognition performance
at each iteration of removing a fraction of pixels depending on
their quality and plotting the performance depending on the
removed fraction.

B. Insertion Evaluation Curve (IEC)

A contrary approach is taken by the insertion evaluation
curve (IEC). The intuition is that adding unchanged pixels
of high quality to a highly blurred version of the original
image should quickly lead to an increase in face recognition
performance. By adding high utility pixels, more discriminant
information is added, and the model can better distinguish
identities. Similar to the approach for evaluating classification
decisions by [11] we start by a highly blurred image rather
than a constant canvas, which in our case is motivated by the
idea to reduce the impact of artifacts on the face recognition
models. The IEC is created by evaluating the recognition
performance at each iteration of inserted pixels based on their
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Fig. 2. Examples of the image manipulations used in the proposed evaluation scheme. First row (DEC): Depending on the calculated PLQ maps for the
images of the entire dataset and the calculated quality values of the pixels, a fraction of pixels are masked. Second row (DEC-Baseline): The same fraction
of pixels of the dataset are randomly selected and masked. Third row (IEC): Based on the pixel qualities of the dataset, a fraction of pixels are inserted into a
highly blurred version of the original image. Last row (IEC-Baseline): The same fraction of pixels over the entire dataset are randomly selected and inserted
into the blurred version.

quality and then plotting the performance depending on the
removed fraction.

C. Area under the Curve (AUC)

The area under the curve (AUC) is often used to investigate
receiver operating characteristic (ROC) curves further. We
utilize the AUC to quantify the proposed evaluation curves
above and simplify the comparisons of multiple pixel-level
quality assessment approaches. Since many pixels on the face
images also contain background (usually low-quality pixels),
we suggest two ways of observation. The first one calculates
the AUC over the whole curve, while the second one considers
only the highest 20% of removed or inserted pixels. Limiting
the consideration to the first 20% indicates how well the
approach can identify the crucial pixels for identification.
This percentage can be selected by the evaluator. It is also
important to note that for the IEC, a lower AUC-IEC reflects
a better-performing PLFIQA, and for DEC, a higher AUC-
DEC reflects a better-performing PLFIQA.

D. Evaluation Process

The evaluation process proceeds as follows. First, the pixel-
level qualities are determined on the entire database using a
PLFIQA method. Then, depending on the chosen evaluation
curve, these calculated pixel-level qualities are used to iter-
atively mask the original image or add pixels to the blurred
version of the image. After each evaluation step, the altered
images are processed by an FR system. The embedded altered
images are then compared against unaltered reference images
and the performance is evaluated. An example of the created
images is shown in Fig 2.

IV. EXPERIMENTAL SETUP

A. Face Recognition Models

We utilize two face recognition models in the experi-
ments: ArcFace [12] and CurricularFace [13]. Both are high-
performing FR solutions and are widely used in public. Both
models follow the ResNet-100 architecture [20] and were
trained by the corresponding authors on the MS1MV2 dataset
[12]. The face images are pre-processed as proposed by the
corresponding authors. Both FR models are used to extract
face embeddings, feature representations of the faces, and the
embeddings are then compared using cosine similarity.

B. Benchmarks

Two widely used benchmarks were selected for evaluation:
LFW [21] and AgeDB-30 [22]. LFW [21] is an unconstrained
face verification benchmark containing 13k images of over
5k identities. AgeDB [22] is an in-the-wild dataset for age-
invariant face verification. We use the most reported and most
challenging scenario AgeDB-30 with an age gap of 30 years
between the images of the individuals. Both standard protocols
of the face verification benchmarks provide 6000 pre-defined
comparison pairs. We treat the first image as the probe image
and the second image of each pair as the reference image.
In the experiments, the probe image is always manipulated
(insertion and deletion), while the reference images remain
unchanged.

C. Pixel-level Quality Maps

To determine the face image quality at pixel-level, we follow
the approach in [9], as it is the first and only (so far) PLFIQA
approach. To obtain the PLQ maps, first, the model-dependent
overall face image quality is estimated using the SER-FIQ [18]
approach. The estimated quality scalars are then used to extend
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the FR model to a quality-regression model and quality-based
gradients are back-propagated and post-processed to obtain
the final PLQ maps. For the parameters of the PLQ-map
generation process, we set the parameters for the ArcFace
model, as proposed by [9], to αAF = 130, rAF = 0.88,
and γAF = 7.5. The parameters for the CurricularFace model
were experimentally obtained on the Adience [23] dataset as
αCF = 100, rCF = 0.88, and γCF = 3.5.

D. Evaluation, Baseline & Evaluation Criteria

We investigate both, DEC and IEC on both datasets utilizing
both FR models. We evaluate the recognition performance
after iteratively inserting or deleting 2% of the pixels in the
dataset per iteration. We apply a normalized box filter with
kernel size [50,50] for the blurring of the images used during
the IEC evaluation. For the baseline, we consider a random
insertion and deletion approach. In this approach, we randomly
selected 2% of the remaining pixels of the entire dataset to be
inserted or deleted at each iteration.

For the evaluation, we investigate the false non-match rate
(FNMR) at the false match rate (FMR) of 0.1%. This has been
proposed as the best practice evaluation operation point for
high-security scenarios, e.g. automatic border control systems
by the European Border and Coast Guard Agency (Frontex)
[24].

For the overall assessment of the suitability of the process
for determining the pixel qualities, we utilize the calculation
of the AUC as mentioned above. For both evaluation curves,
DEC and IEC, we compute the area under the computed
curves, which map the performance depending on the number
of pixels removed using the composite trapezoidal rule. For
the DEC, a lower recognition performance value indicates a
better performing PLFIQA method, as the algorithms remove
the most discriminant pixel regarding a correct decision first.
For IEC, a higher recognition performance indicates a better
PLFIQA method, as the most discriminant pixels that lead to
a correct decision are inserted first. The same applies to AUC-
DEC and AUC-IEC.

V. RESULTS

In this section, we present the results of our proposed
evaluation methodology applied to the PLQ maps of [9]. We
compare them to a baseline based on random pixel selection
on two different FR models, ArcFace [12] and CurricularFace
[13] on two different datasets. The results are shown in
Fig. 3. For the DEC, it can be seen that the masking of
pixels depending on their calculated quality leads to an earlier
decrease in performance in comparison to the baseline, and
as more pixels are removed, the recognition performance
keeps decreasing. Furthermore, we investigate that at some
points, the noise introduced by randomly masking pixels in the
baseline approach leads to a higher decrease than the masking
based on the calculated pixel-level qualities. This might be
caused by the higher distribution of the masked pixels by
the random approach in comparison to the PLQ maps as it
can also be observed in Fig 2. In the evaluation of the PLQ

(a) DEC - LFW (b) DEC - AgeDB-30

(c) IEC - LFW (d) IEC - AgeDB-30

Fig. 3. DEC and IEC: The curves show that the PLQ maps assign pixels that
are important for face recognition higher quality values than pixels that are
less important. This is demonstrated by the rapidly rising DEC and dropping
IEC as more pixels are deleted and inserted, respectively.

maps, images of an overall lower quality stay unaltered as the
pixel qualities of overall high-quality images are higher. In the
random approach, in comparison, no distinction is made and
noise is randomly introduced into all images.

For the IEC evaluation that is shown in Fig. 3 (c) and
(d), the drop regarding the FNMR shows that the recognition
performance increase as more pixels are added to the blurred
version of the image. The insertion of pixels based on their
pixel quality as calculated using the PLQ maps leads to
an earlier increase in recognition performance than random
selection of the pixels inserted. At some point on the LFW
dataset, similar to the observations on the DECs, the random
baseline approach outperforms the PLQ maps in some cases.
This might also be caused by the fact that low-quality face
images remain longer blurred as the high-quality pixels are
distributed over high-quality faces while the random approach
more equally distributes the inserted pixels over the whole
dataset.

In Table I the AUC-DEC and AUC-IEC are shown. The
AUCs allow a more quantified comparison of the performance
of the different approaches. We investigate the overall AUC
(100%) and the AUC for the first 20% as motivated in the
previous section. For the AUC-DEC a higher value indicates
better performance. Therefore, the random baseline outper-
forms the PLQ maps approach in some cases if we consider the
whole evaluation curve. If we limit the evaluation to the first
20% of the pixels, the PLQ approach shows clearer superiority
than the baseline. Using the AUC-IEC, a lower value indicates
a better-performing PLFIQA approach. In all but one case,
the PLQ maps perform better than the baseline approach,
especially with the limitation to 20%.

In summary, our proposed evaluation methods, DEC and
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TABLE I
THE AREA UNDER THE CURVE (AUC) FOR THE DEC OR IEC IS BASED ON

THE WHOLE EVALUATION CURVE AND LIMITED TO THE RANGE OF THE
FIRST 20%. FOR DEC, A HIGHER VALUE INDICATES SUPERIOR PLFIQA

PERFORMANCE, FOR THE IEC A LOWER VALUE INDICATES SUPERIOR
PLFIQA PERFORMANCE. ON THE 20% RANGE OF DEC AND IEC, THE
PLQ MAPS OUTPERFORM THE BASELINE APPROACH IN ALL CASES. ON
THE WHOLE EVALUATION CURVE, THE RANDOM BASELINE PERFORMS

BETTER IN SOME CASES, PROBABLY DUE TO THE MORE EQUALLY
DISTRIBUTED PIXELS.

AUC-DEC ArcFace CurricularFace

100% 20% 100% 20%

LFW
Baseline 39.45 1.47 37.37 0.72

PLQ maps 37.90 2.07 37.67 1.96

AgeDB-30
Baseline 41.59 3.19 40.18 2.10

PLQ maps 40.71 3.21 40.13 2.89

AUC-IEC

LFW
Baseline 12.90 8.69 13.77 8.83

PLQ maps 13.76 7.55 13.10 7.46

AgeDB-30
Baseline 21.57 8.92 21.02 8.94

PLQ maps 17.42 7.85 17.62 7.87

IEC, evaluate how well the assessed pixel qualities influence
the recognition performance of face recognition algorithms,
i.e. utility. Using the proposed AUCs of these calculated
curves, we can further quantify the result and simplify the
comparison between different approaches. Calculating the
AUC-DEC and AUC-IEC on the entire evaluation curve is
beneficial for the baseline approach, as the randomly selected
pixels are more equally distributed over the images than
the calculated pixel-level qualities of the PLQ maps. The
limitation to the first 20% shows its advantages here because
mainly the decisive pixels are considered with less background
and less informative pixels.

VI. CONCLUSION

In this paper, we proposed the first evaluation scheme for
pixel-level face image quality assessment (PLFIQA) methods.
Our proposed deletion evaluation curve (DEC) evaluates the
decrease in recognition performance when pixels are itera-
tively masked based on their assigned quality value. On the
other hand, our proposed insertion evaluation curve (IEC)
investigates the increase in recognition performance when
pixels are iteratively inserted into a highly blurred version
of the original images. Calculating the area under the curve
for both of these curves (AUC-DEC, AUC-IEC) allows fur-
ther quantification of PLFIQA methods’ performance. In the
experiments, we investigated the suitability of our proposed
evaluation methodology by looking at the PLQ maps of [9]
and a baseline approach, based on random pixel selection.
Our proposed evaluation method does not include human
interaction and is more easily scalable regarding time and
resources. It also does not take into account subjective human
views but is restricted to the utility of the pixels to the
recognition model. The proposed approach is not limited to
the face modality and can be utilized to evaluate any biometric
modality’s pixel-level quality assessment methods.
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