
Distributed Target Detection using Quantized
Measurements for Cooperative MIMO Radar and

Communications
Zhen Wang‡# and Qian He#‡∗

‡University of Electronic Science and Technology of China, Chengdu, Sichuan 611731, China
#Yangtze Delta Region Institute Quzhou, University of Electronic Science and Technology of China, Quzhou,

Zhejiang 324000, China

Abstract—Distributed target detection is studied for the emerg-
ing integrated radar and communications (IRC) systems, where
the radar and communications work cooperatively. To cope with
the significant hardware complexity, we consider the use of low
resolution analog-to-digital converters (ADC). The distributed
radar receivers transfer their local received signals to a fusion
center (FC) after quantization for a final decision making. For
the cooperative IRC system, the detection probability for the
likelihood ratio test is derived and the impact of quantization on
performance is investigated. Futher, we compare the cooperative
IRC system with its non-cooperative counterpart, demonstrating
that the cooperation between the radar and communications
systems can help improve the radar detection performance.

Index Terms—Integrated radar and communications, dis-
tributed target detection, cooperation, quantization.

I. INTRODUCTION

Radar and communications systems have been developing in
parallel for decades. However, many developing applications,
such as automotive systems [1], [2] or 6G communications
networks [3], [4], require simultaneous communications and
sensing of the environment, resulting in an unavoidable ten-
dency toward the development of integrated radar and com-
munications (IRC) systems [5]–[8].

In these prospective IRC applications, low-complexity local
sensors are often employed, which are equipped with low
resolution analog-to-digital converters (ADC) to reduce the
hardware costs and power consumption [9]. Therefore, in an
IRC system, it is vital to investigate the impact of quantization
on performance in an IRC system. In [10]–[12], the radar
target parameter estimation has been studied for an IRC system
employing 1-bit quantization. Based on the low-precision
quantization, [13] discussed the communications signal de-
tection for an IRC system, and [14] designed the optimal
precoder for a multi-antenna IRC system by minimizing the
radar beampattern error. In [15], the communications receivers
in the dual-function IRC system are designed to extract the
communications information from the quantized samples. In
the existing studies on quantization for the IRC system,
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there is limited work on radar detection employing quantized
measurements. In this study, we discuss the target detection
problem for the IRC system using quantized measurements.

Although most of the investigations on IRC systems treat
radar and communications signals as interfering with one
another, appropriate cooperation may result in improved per-
formance for the integrated system, where, for example, the
radar performance can be made beyond the constraints of
the traditional radar [16]–[18]. This paper concentrates on
the problem of target detection in a cooperative IRC system
with distributed radar and communications stations, where the
cooperation of the two systems implies the information sharing
[16]. The received signals are quantized at each local sensor
and sent to the FC. Based on the quantized measurements,
the optimal likelihood ratio detector for target detection is
obtained at the FC, and the detection performance is derived.
The performance of the cooperative system is compared with
that of the non-cooperative system.

II. SIGNAL MODEL

Consider a distributed cooperative IRC system with MR
radar transmitters, N radar receivers, and MC commu-
nications transmitters. The signals emitted by the mth
(m = 1, ...,MR) radar transmitter and the m′th (m′ =
1, ...,MC) communications transmitter are

√
ER,msR,m(kTs)

and
√
EC,m′sC,m′(kTs) respectively, where ER,m and EC,m′

denote the transmit power, Ts is the sampling period, and
k (k = 1, ...,K) is an index running over the different time
samples. The target, if present, is located at (x, y) moving
with velocity (vx, vy). The signal received at radar receiver n
at time kTs can be modeled as [16]

rn[k] =

MR∑
m=1

√
ER,mζR,nmsR,m(kTs − τR,nm)ej2πfR,nmkTs

+

MC∑
m′=1

√
EC,m′ζC,nm′sC,m′(kTs − τC,nm′)ej2πfC,nm′kTs

+ wn[k], (1)

in which the first and second terms are from the radar and com-
munications transmissions respectively. The τR,nm and τC,nm′

represent the corresponding time delays, ζR,nm and ζC,nm′
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stand for the corresponding target reflection coefficients (as-
sumed known possibly via preprocessing), and fR,nm and
fC,nm′ denoete the corresponding Doppler frequencies. The
clutter-plus-noise wn[k] is assumed zero-mean white complex
Gaussian distributed with E{wn[k]w∗n[k′]} = σ2

wδ[k− k′] and
E[·] denotes mathematical expectation.

Using shared communications knowledge, it is assumed that
the radar receiver can decode and reconstruct the communica-
tions signal accurately enough [16], [19]. Thus, it is easy to
see that rn[k] ∼ CN (µR,n[k] + µC,n[k], σ2

w), where

µR,n[k] =
MR∑
m=1

√
ER,mζR,nmsR,m(kTs − τR,nm)ej2πfR,nmkTs ,

µC,n[k] =
MC∑
m′=1

√
EC,m′ζC,nm′sC,m′ (kTs − τC,nm′ )e

j2πfC,nm′kTs ,

(2)
and the symbol CN (µ, σ2) implies complex Gaussian distri-
bution with mean µ and variance σ2.

Thus, the real and imaginary parts of rn[k] are independent
and Gaussian distributed,

Re {rn[k]} ∼ N (µReR,n[k] + µReC,n[k], σ
2
n),

Im {rn[k]} ∼ N (µImR,n[k] + µImC,n[k], σ
2
n), (3)

where σ2
n = σ2

w/2, µReR,n[k] = Re {µR,n[k]}, µImR,n[k] =

Im {µR,n[k]}, µReC,n[k] = Re {µC,n[k]}, µImC,n[k] =
Im {µC,n[k]}, the N (µ, σ2) implies a real Gaussian distri-
bution with mean µ and variance σ2, and Re {·} and Im {·}
denote taking the real part and imaginary part.

Collecting all time samples, the signal vector received at
receiver n can be written as

rn = [rn [1] , · · · , rn [K]]
†

= µR,n + µC,n + wn, (4)

wher the superscript “†” denotes transpose, µR,n =

[µR,n[1], · · · , µR,n[K]]
†, µC,n = [µC,n[1], · · · , µC,n[K]]

†,
and wn = [wn [1] , · · · , wn [K]]

†.

III. QUANTIZATION-BASED DETECTION

In the cooperative IRC system, to cope with the hardware
complexity, the low resolution ADC is used. The received sig-
nals are quantized at each radar receiver and then transmitted
to the FC. Consider a D-level quantizer Q with a possible
quantization value set V and quantizer thresholds γ, where

V = [V0, V1, · · · , VD−1]
† (5)

and −∞ = γ0 < γ1 < · · · < γD = +∞. The output of the
quantizer Q to input x is denoted by

Q {x} = Vd when x ∈ (γd, γd+1] (6)

for d = 0, · · · , D − 1.
For the complex received signal rn [k], we employ two

quantizers of the same design separately to quantize the real
and imaginary parts, where the quantizer is described as
(6). When using a uniform quantizer with a dynamic range
[−γ, γ], the quantization thresholds are γ0 = −∞, γD =
∞, γd = [d − (D−1)/2− 1]∆co, for d = 1, · · · , D − 1,
where ∆co = 2γ/2b, and b is the number of quantization bits.

At each local sensor, the output of the quantizer qn [k] can be
expressed as

qn[k] = Q {Re {rn[k]}}+ jQ {Im {rn[k]}} . (7)

For hypothesis H0, it can be obtained that for dR,nk ∈
{0, 1, · · · , D − 1}, dI,nk ∈ {0, 1, · · · , D − 1}
P (qn [k] |H0) = P (Re {qn [k]} = VdR,nk , Im {qn [k]} = VdI,nk |H0)

=
[
Q
(
γdR,nk/σn

)
−Q

(
γdR,nk+1/σn

)]
×
[
Q
(
γdI,nk/σn

)
−Q

(
γdI,nk+1/σn

)]
, (8)

where Q(x) is the complementary distribution function of the
Gaussian distribution defined as

Q (x) =

∫ ∞
x

1√
2π
e−

x2

2 dt. (9)

Similarly, for hypothesis H1 we have

P (qn [k] |H1) =
[
Q
(
(γdR,nk

− µReR,n[k]− µReC,n[k])/σn
)

−Q
(
(γdR,nk+1 − µReR,n[k]− µReC,n[k])/σn

)]
×
[
Q
(
(γdI,nk

− µImR,n[k]− µImC,n[k])/σn
)

−Q
(
(γdI,nk+1 − µImR,n[k]− µImC,n[k])/σn

)]
. (10)

To simplify analysis, assume that the data transmission
between the local sensor and the FC is ideal. At the FC, the
observation vector received is

y = q, (11)

where q =
(
q†1 · · · q†N

)†
, in which qn =

[qn [1] · · · qn [K]]
†. Therefore, under the two different

hypotheses, the detection problem at the FC is

H0 : y = q = (q1[1]|H0, q1[2]|H0, · · · qN [K]|H0)
†
,

H1 : y = q = (q1[1]|H1, q1[2]|H1, · · · qN [K]|H1)
†
, (12)

where

qn[k]|H0 = Q {Re{wn [k]}}+ jQ {Im{wn [k]}} (13)

and

qn[k]|H1 = Q
{
Re
{
µ∗R,n [k] + µ∗C,n [k] + wn [k]

}}
+jQ

{
Im
{
µ∗R,n [k] + µ∗C,n [k] + wn [k]

}}
. (14)

The likelihood functions are thereby P (y|H0) =
N∏
n=1

K∏
k=1

P (qn [k] |H0) and P (y|H1) =
N∏
n=1

K∏
k=1

p(qn [k] |H1).

Accordingly, the log-likelihood ratio can be computed as

Lco = ln
p (y|H1)

p (y|H0)
=

N∑
n=1

K∑
k=1

ln
p(qn [k] |H1)

p(qn [k] |H0)
. (15)

Substituting (8) and (10) into (15), the log-likelihood ratio
can be obtained. Applying the Neyman-Pearson criterion, the
detection probability for the cooperative IRC system is

PD,co = Pr (Lco ≥ α|H1) , (16)

where α is the detection threshold determined by the false
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alarm level PFA,co = Pr (Lco > α|H0) .

According to [20, Theorem 1], when the uniform quantiza-
tion interval ∆ is small enough compared with the variance
of the input noise σ2, the quantization output can be approx-
imated to a Gaussian distribution with mean µ and variance
σ2 + ∆2/12, where µ and σ2 are the mean and variance of
the Gaussian quantization input, respectively. Hence, when the
quantization interval is small enough, the distribution of qn [k]
is

qn [k] |H0 ∼ N
(
0, σ2

w + ∆2
co/6

)
, (17)

qn [k] |H1 ∼N
(
µR,n [k] + µC,n [k] , σ2

w + ∆2
co/6

)
. (18)

From (17) and (18), the log-likelihood ratio in (15) can be
calculated, and then the test statistic is given by

Tco =

N∑
n=1

K∑
k=1

Re{q∗n [k](µR,n [k] + µC,n [k])}, (19)

where

Tco|H0 ∼ N
(
0, σ2

co

)
, Tco|H1 ∼ N

(
µco, σ

2
co

)
, (20)

in which

σ2
co =

N∑
n=1

K∑
k=1

|µR,n [k] + µC,n [k]|2
(
σ2
w + ∆2

co/6
)
/2, (21)

and

µco =

N∑
n=1

K∑
k=1

|µR,n [k] + µC,n [k]|2. (22)

Thus, for a sufficiently small quantization interval, the detec-
tion probability can be calculated as

PD,co = Q

(
Q−1 (PFA,co)− µco

σco

)
, (23)

where σco and µco are defined in (22) and (21), respectively.

IV. COOPERATION GAINS

In the cooperative system, target returns contributed from
both the radar transmitters and communications transmitters
are employed to complete the radar task, forming an hybrid
active-passive MIMO radar. In this section, in order to demon-
strate the performance advantages for the cooperative system,
the detection performance of the cooperative case is compared
with the non-cooperative case where only the radar signals
are considered without the influence of the communications
signals.

The signal vector received at receiver n for the non-
cooperative case can be written as

rn = µR,n + wn. (24)

Using analysis similar to the cooperative system, the detec-
tion probability for the non-cooperative case can be obtained,
which is

PD,non = Q

(
Q−1 (PFA,non)− µnon

σnon

)
, (25)

where σ2
non =

N∑
n=1

K∑
k=1

|µR,n [k]|2
(
σ2
w + ∆2

non/6
)
/2, µnon =

N∑
n=1

K∑
k=1

|µR,n [k]|2, PFA,non is the corresponding false alarm

probability, and ∆non is the corresponding quantization inter-
val.

Next, we compare the performance of the cooperative and
non-cooperative cases as stated in the following theorem. To
simplify analysis, assume the radar and communications sig-
nals are approximately orthogonal. Define the radar signal to
clutter-plus-noise ratio and communications signal to clutter-
plus-noise ratio as

SCNRR =

N∑
n=1

K∑
k=1

|µR,n[k]|2/Nσ2
w, (26)

SCNRC =

N∑
n=1

K∑
k=1

|µC,n[k]|2/Nσ2
w. (27)

Theorem 1. When the quantization interval is small enough,
there is a radar detection performance gain due to the coop-
eration between the radar and communications systems under
the same parameter settings, i.e.

PD,co ≥ PD,non, (28)

and when the communications signal to clutter-plus-noise ratio
SCNRC equals zero, the equality holds. With the increase
of SCNRC , the detection performance gain from cooperation
becomes larger.

Proof : From (23) and (25), it can be seen that the perfor-
mance for the cooperative and non-cooperative cases depends
on µco

σco
and µnon

σnon
, respectively, where

µco

σco
/
µnon

σnon
=

N∑
n=1

K∑
k=1

|µR,n [k] + µC,n [k]|2

N∑
n=1

K∑
k=1

|µR,n [k]|2

×

√√√√√√√√
N∑
n=1

K∑
k=1

|µR,n [k]|2(σ2
w + ∆2

non/6)

N∑
n=1

K∑
k=1

|µR,n [k] + µC,n [k]|2(σ2
w + ∆2

co/6)

. (29)

According to the definition SCNRR in (26) and SCNRC in
(27), we have

µco

σco
/
µnon

σnon
=

√
(SCNRR + SCNRC)(σ2

w + ∆2
non/6)

SCNRR(σ2
w + ∆2

co/6)
. (30)

Under the same quantization interval, i.e. ∆co = ∆non, from
(30), we have

µco

σco
/
µnon

σnon
≥ 1, (31)
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which indicates the detection probability for cooperative case
is bigger than that for the non-cooperative case, i.e. PD,co ≥
PD,non. Thus, there is a radar detection performance gain
through cooperation.

Futher, from (30), we know that with the increase of
SCNRC , µco

σco
/µnon

σnon
becomes larger. Based on (23) and (25),

with the increase of µco

σco
/µnon

σnon
, the performance gain from

cooperation is bigger. When SCNRC = 0, it can be obtained
that

µco

σco
/
µnon

σnon
=

√
(SCNRR + 0)(σ2

w + ∆2
non/6)

SCNRR(σ2
w + ∆2

co/6)
= 1, (32)

that is, µco

σco
= µnon

σnon
. From (23) and (25), when µco

σco
= µnon

σnon
,

PD,co = PD,non, which indicetes that when SCNRC = 0 the
equality in (28) holds.

�

V. NUMERICAL EXAMPLES

In this section, we use examples to illustrate the perfor-
mance of the cooperative IRC system. Assume the system
has MR = 4 radar transmitters, MC = 5 communications
transmitters, and N = 20 radar receivers. All radar and
communications stations are located 6 km away from the
origin of the coordinate system. Suppose the cell under test is
centered at (0, 0)m moving with velocity (25, 20)km/h. The
radar transmitted signals are frequency spread single Gaussian
pulse signals, given by

sm(kTs) = (
2

T 2
)1/4e(−π(kTs)2/T 2)ej2πmf∆kTs , (33)

where f∆ is the frequency offset between adjacent radar
transmit signals and T the pulsewidth. Set f∆ = 500Hz,
fs = 2000Hz and T = 0.01s. The communications transmit-
ted signals are the orthogonal frequency division multiplexing
signals

sm′(t) =

Nf/2−1∑
n=−Nf/2

am′ [n]ej2πn∆ft, (34)

where T ′ is the pulsewidth, ∆f is the frequency spacing
between two adjacent subcarriers, Nf is the number of sub-
carriers, and am′ [n] are data symbols. Let T ′ = 0.01s,
∆f = 125 Hz, and Nf = 6. The signal to clutter-plus-noise
is defined as SCNR = SCNRR + SCNRC . Set σ2

w = 1 and
SCNR = −6.5dB. The dynamic range of the quantizer is
γ = 6.

A. Detection Performance

In Fig. 1, the detection probability PD versus the false
alarm probability PFA is plotted under different number of
quantization bits b. The analytical results (Theo) obtained
from (23) and the simulated results (Sim) are represented
by the solid and dash curves, respectively. For comparison,
the unquantized results, which can be obtained from (23) by
setting ∆co = 0, are also shown. From the figure, the simulated
results are close to the analytical results for a suitably large
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Fig. 1: Detection probability under different number of quan-
tization bits b.
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Fig. 2: Detection probability under different β for the cooper-
ative and non-cooperative systems with b = 3.

number of quantization bits, such as b ≥ 2 in our example,
which supports the correctness of the derived expression for
PD in (23). For a sufficiently small number of quantization
bits, e.g. b = 1 in this example, the quantization interval is
large compared with the variance of the quantization input,
so the quantization output cannot be approximated to obey
a Gaussian distribution [20], resulting in the analytical and
simulated results being different.

B. Cooperative and Non-cooperative Cases

Denote the ratio of SCNRC and SCNR as β, that is,
SCNRC = βSCNR. Fig. 2 illustrates the detection proba-
bilities PD versus the false alarm probability PFA under a
different β for cooperative and non-cooperative cases when
b = 3. The resulting curves show that, the detection probabil-
ities for the cooperative system are always greater than those
for the non-cooperative case, indicating that there is a radar
detection performance gain due to the cooperation between the
radar and communications systems, as predicted by Theorem
1. With the increase of β, the radar signal to clutter-plus-
noise ratio SCNRR decreases, so the corresponding detection
performance decreases for both the cooperative and non-
cooperative system. When β = 0, SCNRC = 0, and the
detection performance of the cooperative and non-cooperative
system is the same, as stated in Theorem 1.
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VI. CONCLUSION

In this paper, quantization-based target detection was inves-
tigated for a cooperative IRC network with distributed radar
and communications system. The detection probability for
the likelihood ratio test was derived in closed-form for the
cooperative IRC system, which was then compared with the
non-cooperative case analytically. We demonstrated that there
is a radar detection performance gain due to the cooperation
between the radar and communications systems. With the
increase of communications signal to clutter-plus-noise ratio
SCNRC , the performance gain from cooperation becomes
larger, and the cooperative system has the same performance
as the non-cooperative system when SCNRC equals zero.
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