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Abstract—Sentence selection for speech prompts plays an 

important role in the process of designing a speech corpus of 

read speech, both for speech recognition and speech synthesis. 

The presented method for selecting a phonetically balanced 

subset of sentences from a larger sentence set can also be used 

in linguistic research. Especially in research settings, where the 

n-gram distribution of letter or phone constituents in the target 

sentence set is expected to reflect a preselected reference or 

target distribution. 
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I. INTRODUCTION 

In the development of speech technologies, speech corpora 
play a key role in training and testing acoustic models, both in 
speech recognizers and speech synthesizers. Especially when 
it comes to automatic speech recognition, we want these 
corpora to be as large as possible.  

Recent advances in speech technologies, especially speech 
recognition, have accelerated the creation of extensive speech 
corpora, such as the Mozilla Common Voice dataset 1  for 
training speech models [1], the VoxPopuli Corpus2 [2], and 
the multilingual LibriSpeech collection3 [3]. In order to cover 
open vocabulary tasks, various types of linguistic units, apart 
from standard word units have been examined, such as 
morphemes, syllables, phonemes [4] and data-derived 
linguistic units, like byte-pair encoding [5], [6], and Morfessor 
variants [7]. 

When designing and building a speech corpus, we need to 
keep in mind the purpose and type of use of the final speech 
recognizer. This implies what kind of speech data we wish to 
include into the speech corpus in order to efficiently train the 
acoustic model. 

In the paper we describe the process of sentence selection 
for speech prompts in the read speech part of the speech 
corpus in the project Development of Slovene in a digital 
environment (DSDE)4, designed to train a general-purpose 
speech recognizer. 

II. SPEECH CORPUS DESIGN 

The creation of speech corpora is a time-consuming and 
expensive task, so the size of these corpora should be limited 
to what is still acceptable. Fortunately, the relationship 
between training speech corpus size and the speech 
recognition accuracy is not linear, but is approaching 
logarithmic [8], which means that from a certain corpus size, 
increasing the size of the training speech corpus acquired 
under the same acoustic conditions no longer pays off. For 

 
1 https://commonvoice.mozilla.org/en/datasets 
2 https://github.com/facebookresearch/voxpopuli 

example, Wu et al. showed that training a HMM speech 
recognizer can achieve comparable results with a properly 
selected subset of sentences from a larger speech corpus than 
training the speech recognizer on the entire sentence set in the 
speech corpus [9]. 

Given the limited resources for the speech corpus design, 
a careful selection of sentence prompts to be read by the 
selected speakers is all the more important. 

III. SENTENCE SELECTION FOR SPEECH PROMPTS 

The sentences that the speakers will be prompted to read 
and record can be selected at random from a larger set of 
sentence candidates, as in the Mozilla Common Voice project 
[1]. 

However, this is not optimal [9], [10], as shown in a study 
[11], where Gouvêa et al. compared the impact of different 
sentence selection criteria for speech recognition training data 
on the accuracy of the resulting speech recognizer. Research 
has shown that the best results are obtained when the 
distribution of phoneme n-grams in the selected training data 
matches well enough with the distribution of n-grams in the 
test data, thereby mimicking general utterances in a given 
language. Similar findings were made in a related study by 
Kleynhans and Barnard [12]. They used triphones for basic 
phonetic units. As the main conclusion, they pointed out that 
matching the "natural" or actual distribution is the most 
suitable criterion for choosing a representative sentence set. 

The question arises as to how to choose such a subset of 
sentences from a larger set of sentences, which will represent 
the optimal choice according to a selected criterion. 

It turns out that the problem of optimal sentence selection 
is very similar to the coverage problem [13] or its variation, 
i.e., the maximum coverage problem. Since we know that this 
problem falls into the class of problems for which an effective 
algorithm is not available, we need to resort to approximate 
algorithms in the form of greedy methods. The basic idea is 
simple. We start with an empty set of selected sentences, then 
in each step we select the most optimal sentence from the 
whole sentence corpus according to the current coverage 
conditions and we add this sentence to the set of selected 
sentences. 

A. Sentence Selection Criteria 

A prerequisite for optimal sentence selection is to 
determine the criterion by which sentences are chosen. In 
general, we want the speech corpus to be comprised of such a 
collection of read sentences so that the representation of 
phonetic units in the collection is either as uniform as possible 
(phonetically rich) or that it matches the actual frequency 

3 http://www.openslr.org/94/ 
4 https://www.cjvt.si/rsdo/en/project/  
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distribution of these units in natural speech, which means that 
it will be phonetically balanced, like the Harvard sentence 
corpus for English5 and its derivatives for other languages 
[13], [14], [15], and [16]. The first criterion is more 
appropriate when choosing sentences for speech synthesis, 
and the second for sentences for speech recognition. 

A lot of research deals with similar topics [10], [17], [18], 
[19], and [20]. The sentence selection methods these authors 
propose differ in details only. Most methods start with an 
empty set of selected sentences. In further steps they choose a 
sentence from the entire sentence set, that is most relevant 
according to the selected criterion and they add this sentence 
to the set of selected sentences [21]. Others choose different 
tactics and instead of gradually adding sentences, they first 
place all sentences in the set of selected sentences and then 
gradually remove the sentences from that set until they reach 
the target set size of the set of selected sentences [22]. 

There is a third strategy which applies choosing sentence 
pairs. At each step the first sentence is selected from the set of 
selected sentences and the second from the set entire sentence 
set. The sentences are switched between the two sets in case 
the replacement is favourable according to the chosen 
criterion [23]. 

B. Sentence Selection Method 

In the DSDE project our task was to select a target number 
of sentences out of a large number of sentences comprising 
several million sentences of the Slovene Gigafida 2.0 text 
corpus6 [24].  

For the selection of sentences, we propose a novel method 
that represents a modification of the procedure by selecting 
sentence pairs. Because sentences are pooled from a large pool 
of sentences, not all sentences can be selected in a single step. 
Initially, sentences for the selected sentence set are chosen at 
random. In later steps of the sentence selection procedure, 
random pairs of sentences are selected (the first sentence from 
the set of selected sentences, the second sentence from the 
entire sentence set) and the sentence switching is performed 
only if it pays off according to the selected criteria. This means 
that the value of the criterion function increases after every 
sentence switch. And how do we determine in an iteration of 
the algorithm, that switching sentences between the two 
sentence sets pays off?  

We are looking for such a target set of sentences in which 
the distribution of triphones will be as similar as possible to 
the actual distribution of triphones in the observed language. 
This means that we need to compare the two probability 
distributions. In mathematical statistics we can do this by 
calculating the relative entropy, also known as Kullback- 
Leibler divergence [11]. This divergence can be thought of as 
a measure of how the first probability distribution differs from 
the second – the reference one. When the divergence value is 
zero, both distributions are identical. When observing time 
sequences, this divergence can be simplified into the Jensen-
Shannon divergence, which we chose in the sentence selection 
process as a measure of similarity. The Jensen-Shannon 
divergence is a smoothed and symmetrical derivative of the 
Kullback-Leibler divergence. 

An important feature of the proposed sentence selection 
procedure is that the value of the criterion function in 
maximising the coverage increases monotonically towards a 

 
5 https://www.cs.columbia.edu/~hgs/audio/harvard.html  

local optimum, so the algorithm can be terminated at any time. 
To this end, we monitor the value of the criterion function, i.e., 
the Jensen-Shannon divergence, and when its value stabilizes, 
we stop the process. The required subset of relevant sentences 
has been selected. 

IV. SENTENCE SELECTION METHOD FOR THE DSDE READ 

SPEECH CORPUS DESIGN 

The sentence selection method presented was used to 
select a pool of sentence prompts for the read part of the 
speech corpus, which is being recorded in scope of the DSDE 
project. To train the speech recognizer, the DSDE project 
envisages recording half an hour of read text prompts per each 
of the 1000 speakers, which will consist of the selected 
sentences. 

The entire collection of Gigafida 2.0 texts, with just under 
60 million sentences, represented the reference set SReference of 
sentences, on which we calculated the reference statistical 
distribution of phones. Due to Gigafida license restrictions, we 
were only able to perform the sentence selection from a 
limited pool of Gigafida sentences, which represented roughly 
10% of the sentences added to Gigafida 2.0 in comparison to 
Gigafida 1.0. This part of the text corpus may be published 
under the CC-BY 4.0 license.  

Speech recordings in the DSDE corpus of read speech will 
be equipped with a text transcript, which is represented by 
sentences from the text sentence prompts intended to be read 
by speakers. Due to budgetary restrictions, no pronunciation 
transcription has been foreseen for the read part of the DSDE 
speech corpus. Consequently, we further limited the selection 
of sentences to those where the pronunciation matches as 
much as possible the graphemic transcription of the sentence. 
Sentences containing words where the pronunciation differs 
from the spelling, e.g., abbreviations, acronyms, digits, 
foreign words, foreign proper names, etc. were excluded from 
the initial sentence set. We also attempted to automatically 
detect sentences that contain hostile, offensive, sexist or 
otherwise controversial content or spelling and grammatical 
errors and eliminated these sentences as well.  

We call this set of sentences the initial sentence set SInitial. 
The task was to select a phonetically balanced subset of 
sentences from the SInitial pool of sentences so that they will 
yield about 500 hours of read speech by taking into account 
that speakers are reading the text sentence prompts at an 
average speaking rate. 

Information on the actual frequency distribution of 
phonetic units in Slovene speech was estimated on the basis 
of a phonetic transcript of the entire Gigafida 2.0 text corpus. 
We call it the Reference distribution. The conversion from the 
graphemic annotation to the phonemic annotation was 
performed using automatic grapheme-phonemic conversion 
procedure for Slovene. From the phonemic transcripts of all 
sentences represented the reference set SReference of sentences, 
we calculated the reference distribution of triphones, which 
was further used in the sentence selection procedure to 
measure the similarity between the target selected set of 
sentences SSelected and the reference set of sentences SReference. 

Since the sentence selection algorithm described in 
Chapter 3 can stop at a local optimum, it would be possible 
that the value of the criterion function depends much on the 

6 https://www.cjvt.si/en/research/cjvt-projects/gigafida-corpus/  
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initial random selection of sentences in to the SSelected set, 
which is performed during the process initialization in the first 
step of the sentence selection procedure.  

To verify this, we repeated the sentence selection process 
several times with different randomly chosen initial sentence 
sets SSelected. It turned out that the value of the criterion 
function converged to values that did not differ significantly 
from each other. This means that the various resulting sets of 
SSelected are comparable according to the given criterion. 

We confirmed this with experiments where we observed 
the values of the criterion function depending on the number 
of iterations of the sentence selection procedure. Figure 1 
shows the values of the criterion function depending on the 
number of iterations of the sentence selection procedure. We 
see that in the first part the value falls rapidly and then 
stabilizes. 

 

 

Fig. 1. The value of the criterion function, the Jensen-Shannon divergence 

depending on the number of pair-wise comparison iterations in the sentence 

selection procedure. 

The value of the Jensen-Shannon divergence criterion 
function expresses how well the distribution of triphones in 
the selected sentence set SSelected matches the distribution of 
triphones in the reference set SReference. The match between the 
two distributions can be shown by presenting the distribution 
graphically. 

In Figure 2, the distribution of triphones in the reference 
set is presented by the blue curve. The distribution of triphones 
in the randomly selected set used to initialize the optimization 
process is presented by the orange curve. The curves were 
plotted by calculating the relative frequencies of individual 
triphones separately for each sentence set and by arranging 
these relative frequencies in descending order. The 
distribution of triphones in the selected set of sentences 
SSelected, which was obtained with the proposed sentence 
selection method, is depicted by the green curve.  

We can see that after stopping the optimization process, 
the distribution of triphones in the selected set fits very well 
the triphone distribution of the reference set, while the fit with 
a randomly selected set is much worse. The difference is more 
pronounced on the right part of the graph, which corresponds 
to less common triphones. This means that we prefer more 
frequent triphones by random selection, while the proposed 

sentence selection methods select sentences in such a way that 
the triphone distribution match is good along the entire curve, 
even with rarer triphones. 

 

Fig. 2. Matching the distribution of triphones in the observed set of 

sentences with the reference distribution of triphones in the reference 
sentence set. The distribution of triphones in the reference set is presented by 

the blue curve. The distribution of triphones in the randomly selected set used 

to initialize the optimization process is presented by the orange curve. The 
distribution of triphones in the selected set of sentences, which was chosen 

by the proposed sentence selection procedure, is presented by the green 

curve. 

Finally, all sentences in the SSelected underwent a final 
manual revision. In this process, sentences containing hostile, 
offensive, sexist or otherwise controversial or inappropriate 
content or language errors were excluded. 

V. CONCLUSIONS 

In the paper, we presented the process of selecting 
sentences of textual prompts for the read part of the Slovene 
speech corpus, which is being recorded in the DSDE project.  

Speech database creation for training speech recognizers 
is a time-consuming and expensive task, therefore it is 
necessary to pay considerable attention to the design of the 
speech database. Our task was to select a set of most suitable 
sentences from an extensive collection of texts that would 
results in a target amount of speech recordings in the form read 
speech and will be most suitable for the intended specific 
purpose. 

The question arises as to how to choose from a large 
number of sentences those sentences that will be most suitable 
for a specific purpose. What does suitability imply?  

If we have two equally large subsets of sentences with 
which to train two speech recognizers, we can say that the 
more appropriate one is the set which yields a more accurate 
speech recognizer. 

Such a suitability criterion is too impractical to be directly 
applicable, hence it was necessary to find a more practical 
alternative criterion. As an alternative criterion, we chose to 
match the distribution of triphones between the total set of 
sentences available and the selected set of sentences, thereby 
mimicking general utterances in a given language.  

We assume that with two sentence subsets, the subset 
whose distribution of triphones better matches the distribution 
of triphones of the entire sentence set is more appropriate. 
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The presented method for selecting a phonetically 
balanced subset of sentences from a larger set of sentences can 
also be used in linguistic research. Especially in research 
settings, where the n-gram distribution of letter or phone 
constituents in the target sentence set is expected to reflect a 
preselected reference or target distribution. 

The selected sentence set along with the corresponding 
audio recordings will be published under CC-BY 4.0 license 
in the CLARIN.SI language repository as soon as the speaker 
recording sessions and the validation of the recordings are 
concluded. 
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