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Abstract—Recent automatic speech recognition systems are
largely based on deep neural networks that need large amounts
of labelled speech data to train. This can be a problem, especially
for languages for which large speech databases are not available.
To facilitate the construction of a speech database suitable for
training automatic speech recognizers, we propose a tool that
enables the validation of audio recordings from collected speech
recordings. The developed tool allows the user to check the com-
pliance with the predefined requirements regarding the correct
audio format, the appropriate speech volume, the compatibility
of the spoken text with the reference text and the suitability of
the length of the non-spoken segments. The applicability of the
developed tool is demonstrated by the creation of the Slovene
speech corpus from audio recordings collected within the project
Development of Slovene in a Digital Environment, although the
tool is also suitable for all other languages supported by the used
automatic speech recognizer.

Index Terms—speech corpora, automatic speech recognition,
audio validation

I. INTRODUCTION

The field of automatic speech recognition (ASR) has made
great progress in recent years, mainly due to the widespread
use of deep neural networks [1], [2], which, however, require a
lot of training material for their learning. Unfortunately, there
are currently no suitable freely available speech databases for
the Slovene language that could be used to build a speech
recognizer for Slovene and commercial products derived from
it, or the existing databases are not large enough to build
a recognizer according to modern standards. As part of the
Development of Slovene in a Digital Environment (DSDE)
project [3], our goal is to create a Slovene speech database that
is freely accessible and can be used for both non-commercial
and commercial purposes.

In order to successfully train an ASR system, the training
data should meet certain predefined requirements, which relate
in particular to the sufficiently high quality of the audio
recordings and the compliance of the recorded speech with the
reference text. The tool presented in this article makes it possi-
ble to check compliance with the aforementioned requirements
and to reject recordings that do not meet these requirements
and could therefore negatively affect the machine learning of
the recognizer. The main purpose of the implemented tool is to
facilitate the validation of audio recordings for the construction
of the speech database within the DSDE project. The speech
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database will enable the development of advanced Slovenian
ASR systems that is not possible with currently available
resources and tools. The current speech databases of the
Slovenian language allow us to build a speech recognizer with
Word Error Rate (WER) between 25 % and 30 % and limited
to the acoustic situations covered in these databases [4]. We
expect to significantly improve this WER with the new speech
database.

The work presented in this paper includes the following
contributions:

1) Development of a tool for the validation of audio record-
ings, that allows the elimination of recordings that do not
meet the predefined requirements.

2) Use of the developed tool for the construction of a
speech database, which will be the basis for the creation
of a speech recognizer of Slovene.

The following sections provide a detailed overview of the
developed tool and the preliminary results obtained from the
speech recordings collected during the DSDE project.

II. AUDIO VALIDATION TOOL

This chapter provides an outline of the main building blocks
and their role in the developed tool for validating speech
recordings.

A. The Process of Collecting Audio Recordings

In general, there are two approaches to building speech
databases. In the first approach, individual sentences of text
read by speakers are recorded, with each recording containing
only one sentence. In the second approach, a longer audio file
and the corresponding text are subsequently broken down into
individual sentences [5]. To ensure accurate alignment of the
speech with the reference text, we focus on the first approach.

Each speaker is given a list of sentences previously collected
through web scraping of online news portals in Slovenian
language [6]. When recording audio, the speaker should adhere
to the prescribed requirements: i) each individual sentence
should be saved in a separate audio file with the WAV
extension, ii) there should be at least half a second and no more
than one second of the originally recorded silent pause at the
beginning and the end of each sentence, iii) the recordings
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must be originally recorded and saved in a single-channel
format (mono) and the sampling frequency of 44.1 kHz.

B. Validation Process Description

The developed tool facilitates the validation of the men-
tioned requirements that should be considered during audio
recording. A flowchart of the validation process is shown in
Fig. 1, which shows that compliance with the prescribed re-
quirements is validated through three consecutive assessments
that include audio format verification, matching between the
spoken text and the reference text, adequacy of initial/final
silence lengths and audio volume. If the checked audio does
not meet any of the three conditions, it is added to the list of
rejected recordings, otherwise it is added to the list of accepted
recordings.

C. Graphical User Interface

User interaction with the proposed tool is possible through
the graphical user interface (GUI) shown in Fig. 2. The
interface window is divided into several frames. In the upper
left corner there is a frame for entering input arguments, the
lower left frame is for evaluating the correspondence between
the spoken text and the reference text, while the graphs in the
middle frame are for evaluating the initial and final silence
lengths and audio volume. On the right side there is a frame
that displays statistical data of the processed audio file.

To start the validation process, first the input parameters
should be entered. These include i) the directory path con-
taining the WAV audio files, ii) the path to the XLSX file
containing the reference text, iii) the number of the audio track
where we want to proceed with the validation process, iv) the
operating mode, where we choose among

1) automatic, where the verification of all three conditions
is performed automatically and the program does not
require any user interaction after the input parameters
have been entered;

2) semiautomatic which requires user intervention only if
any of the three conditions are not met. In this case, the
GUI allows the user to manually reject the audio if, after
the manual review, the user believes that the condition
in question is not met.

3) manual where the user responds to each of the three
conditions by pressing the corresponding button in the
GUL

If the user selects the automatic or semiautomatic mode,
it is necessary to enter a threshold value WER explained in
the next subsection, above which it is assumed that the spoken
text does not match the reference text. After entering the input
parameters, the validation is started by pressing the “Run” key.

D. Reference Text Matching

The validation tool has two approaches to verify that the
audio recording matches the reference text. In manual mode,
the audio clip is played in the GUI and the reference text
is displayed in a special frame, allowing the user to judge
the match and accept/reject the audio clip by pressing the

corresponding button. In (semi)automatic mode, the match
with the reference text is (semi)automatically assessed using
Google’s ASR engine [7]. The engine is based on recurrent
neural networks and operates as a cloud service. It can be used
with the default credentials without the need to log in to the
cloud service.

The text string returned by the automatic speech recognizer
is then compared to the reference text using WER (Word Error
Rate), a commonly used metric for evaluating the quality of
automatic speech recognizers [8], and is defined as

S+D+1
WER = =———— (1)

where S is the number of substitutions, D is the number
of deletions, I is the number of insertions, and N is the
number of words in the reference text. Since all numbers
in the reference text are written in words, each number in
the Google Automatic Speech Recognizer output is converted
to words before the WER is computed using (1). Since the
speech recognition output does not contain punctuation, it is
also removed from the reference text before computing WER.
In (semi)automatic mode, the match with the reference text
is confirmed/rejected if the value of WER is below/above the
preset threshold. In manual mode and in case of rejection
in semiautomatic mode, the match of the audio with the
reference text is checked by the user listening to the recording.
Differences between the reference text and the recognized text
are color coded, with substitutions in orange, insertions in
green and deletions in red (see lower left frame in Fig. 2).

E. Silence Length and Audio Volume Analysis

The length of the initial/final non-speech segments and
the audio volume are also estimated either automatically or
manually, depending on the selected operating mode. For
automatic estimation of non-speech lengths, we used the
Voice Activity Detector (VAD) based on Gaussian Mixture
Models and developed by Google [9]. To discard potential
short interpauses within the speech segment, a set of heuristic
parameters is added to the estimation process.

In manual mode of operation, the GUI displays three
graphs (middle frame in Fig. 2) to help decide the validity of
initial/final silence lengths and audio volume. The top graph
shows the amplitude of the audio clip, the middle graph shows
the spectrogram and the bottom graph shows the loudness of
the audio. The amplitude and loudness graphs have automat-
ically calculated non-speech (in red) and speech (in green)
sections color-coded, making it easier for the user to check
the suitability of the initial/final pauses. The dashed horizontal
lines on the loudness plot delimit the desired range of speech
loudness, which is between —18 dBFS and —6 dBFS. The
spectrogram plot in the middle helps to check if the initial/final
silence was artificially created and added to the audio at a later
time, which is also a reason for rejecting the recording.

F. Implementation Details

The tool is implemented in Python 3. Most tasks in the audio
validation process are implemented using existing program-
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Fig. 1. Schematic representation of the audio validation process. The input audio clip is validated by three successive tests that check the audio format, the
compliance with the reference text and the suitability of the initial/final non-speech segments along with the volume of the audio.
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Fig. 2. Graphical user interface of the proposed validation tool. The upper left frame is used for input parameters, the lower left frame is used for matching
with the reference text, the middle frame displays the non-speech section and the audio volume evaluation, while the frames on the right display lists of

accepted and rejected audio clips and statistical data.

ming libraries listed in Table 1. The software is freely available
at https://github.com/jan3zk/audio_validation. In addition to
the Python scripts, there are also standalone executables for
Windows and Linux that we created using the Pylnstaller
library and can run the tool without having to install the Python
libraries.

III. EXPERIMENTS

The proposed audio validation tool was tested on speech
recordings collected within the DSDE project with the aim
of building a speech corpus for training automatic speech
recognition systems of Slovene.

A. Error Analysis

In the first set of experiments, we investigate the reasons
for audio clip rejections and derive (semi)automatic validation
errors by considering the deviations from rejections in manual
mode, which we consider error-free. The results we have
obtained with the audio collected so far are shown in Table II.

The rejection rate due to an incorrect audio format does not
depend on the selected operating mode, since the format is
automatically checked in all modes.

The rejection rate due to mismatch with the reference text in
manual mode is comparable to that in semiautomatic mode. In
both cases, the text mismatch rejection rates are around 1/10 of
all validated audio clips. These rejection rates are much higher
in the automatic mode of operation, as almost 2/3 of the audio
clips are rejected when the threshold is set to WER = 0.0.
The increase in rejections due to mismatch with reference text
in automatic mode can be attributed to false rejections due
to errors in automatic speech recognition. In semiautomatic
mode, where each rejection is manually checked, such false
rejections can be rolled-back by the validator.

The rejections due to inadequate length of initial/final
silences and/or audio volume are less than 1/10 of all vali-
dations, regardless of the operating mode used. This type of
rejections is only slightly higher in automatic mode, from
which we can conclude that automatic estimation of non-
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TABLE I
UTILIZED PROGRAMMING LIBRARIES

Task Library
GUI tkinter
audio format soundfile

validation

Google STT API,

reference text SpeechRecognition,
matching difflib, jiwer,
num2words

silence length and audio
volume estimation

scipy, pydub,
matplotlib, sox

conversion from

installer
.py to .exe py
acoustic noisereduce,
oot SpeechDenoisingWithDeepFeatureLosses,
normalization

santi-pdp/segan
speech quality

L speechmetrics
estimation

TABLE IT
REJECTION RATES BY CAUSE

Rejection reason

Operating mode format™ text! pause/ vol.§
manual 0.001 0.091 0.078
semiautomatic 0.001 0.098% 0.079
automatic 0.001 0.624% 0.090

* incorrect format

T mismatch with the reference text

§ unsuitable non-speech length or audio volume
¥ rate at WER = 0.0

speech segments and audio volume is quite reliable. Examples
of automatic estimation of non-speech segments from noisy
audio can be found in Fig. 3, where segments are reliably
estimated even when the noise volume in non-speech segments
sometimes exceeds the speech volume.

The results in the Table II show that due to the insufficient
reliability of automatic speech recognition, it is advisable to
choose a semiautomatic operating mode that ensures low num-
ber of automatic false acceptances at low WER, values, while
allowing manual filtering of false rejections, thus achieving
faster validation and accuracy comparable to the manual mode.

Table III shows the errors of the validation procedure in
terms of false acceptance rates (FAR) and false rejection rates
(FRR). The manual mode of operation serves as the ground
truth for the other two modes. As mentioned earlier, the
automatic mode is the most error-prone, where nearly 2/3 of
the audio data is falsely rejected due to errors in the ASR
module. In the semiautomatic mode, the false rejections caused
by the inaccurate ASR are manually reversed. Thus, the error
rates in semiautomatic mode primarily relate to inaccurate
automatic estimation of non-speech segments.

Amplitude

Amplitude

Amplitude

Timel[s]

Fig. 3. Examples of automatically estimated non-speech sections in the noisy
audio clips. The green part indicates detected speech sections, while the red
part covers initial and final silence. Note that silent sections are reliably
detected despite the large amount of noise that usually comes from background
clutter or coughing.

TABLE III
VALIDATION ERRORS AT WER = 0.0

Error rate
Operating mode FAR FRR
manual 0.00 0.00
semiautomatic 0.02 0.01
automatic 0.02 0.53

B. Time Requirements

The time required to validate an audio clip depends heavily
on the choice of operating mode. The time values in the
Table IV show the average time required to validate a single
audio recording and were calculated using a subset of 100
recordings. Automatic mode is the fastest and requires no
user intervention, but is also prone to validation errors, as
shown in the previous section. Manual mode takes the longest,
since each recording requires user intervention. The speed of
validation in semiautomatic mode depends on how many of
the recordings are automatically accepted. If the threshold is
set to WER = 0.0, almost 2/3 of the recordings still have
to be validated manually, which increases the validation time
accordingly.

IV. CONCLUSION

The paper presents a speech validation tool developed to
facilitate the verification of compliance with the specified
requirements during the creation of a speech corpus for the
training of automatic speech recognition systems. The speech
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TABLE IV
AVERAGE TIME REQUIREMENTS TO VALIDATE A SINGLE AUDIO
RECORDING

Operating mode Time requirements [s]

manual 17.1

semiautomatic 11.9*

automatic 4.7
*at WER = 0.0

validation tool allows the user that the recorded speech data
meets the predefined requirements in terms of a specific audio
format, appropriate speech volume, the compliance of the
spoken text with the reference text in the case of read speech,
and the appropriateness of the start and end segments outside
the speech. The effectiveness of the tool was demonstrated in
the use case of acquiring a Slovene speech corpus from audio
recordings collected in the DSDE project.

Future work includes the use of various automatic speech
recognition systems to verify that the recorded text matches
the reference text. We also plan to evaluate how the accuracy
of various ASR systems trained on the newly collected speech
corpus compares to those trained on existing freely available
databases of Slovene, such as Mozilla Common Voice [10]
and VoxPopuli [11]. Our goal is to develop a general and two
specialized speech recognizers in the form of a freely acces-
sible cloud service that allows users to create a transcription
for an uploaded audio file.
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