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Abstract—Despite their huge potential, deep learning-based
models are still not trustful enough to warrant their adoption
in clinical practice. The research on the interpretability and
explainability of deep learning is currently attracting huge
attention. Multilayer Convolutional Sparse Coding (ML-CSC)
data model, provides a model-based explanation of convolutional
neural networks (CNNs). In this article, we extend the ML-
CSC framework towards multimodal data for medical image
segmentation, and propose a merged joint feature extraction
ML-CSC model. This work generalizes and improves upon our
previous model, by deriving a more elegant approach that merges
feature extraction and convolutional sparse coding in a unified
framework. A segmentation study on a multimodal magnetic
resonance imaging (MRI) dataset confirms the effectiveness of
the proposed approach. We also supply an interpretability study
regarding the involved model parameters.

Index Terms—Multilayer convolutional sparse coding, inter-
pretable CNNs, multimodal data, medical image segmentation,
deep unrolling

I. INTRODUCTION

Rapid development of deep neural networks has led to many
successes in image and data processing [1]. However, tuning
the hyperparameters of these sophisticated models typically
requires an experienced machine learning expert or practitioner
and a considerable amount of intuition and trial-and-error
strategies [2].

The lack of transparency and interpretability limits the
practical usability of Artificial Intelligence in healthcare [3].
More recently, the explainable deep learning models gained
increased attention. Most of the deep learning methods rely
on very large training sets and they are considered as black-
box models, where the interpretability of the learning process
is missing. Techniques called deep algorithm unrolling [4], [5]
enable a systematic design of deep neural networks based on
iterative optimization algorithms. However, many aspects of
this approach are yet to be explored, both theoretically and
in terms of practical design. Deep learning as an instance
of general representation learning is naturally connected to
sparse signal representations [6]. Recent advances based on a
multilayer convolutional extension of the sparse representation
model give theoretical insights into the success of deep learn-
ing models [7]. A multilayer extension of the Convolutional
Sparse Coding (CSC), also known as the Multilayer CSC
(ML-CSC), provides an interpretable framework for studying
Convolutional Neural Networks (CNNs), as CNNs can be
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viewed as an unrolled ML-CSC algorithm [5]. This approach
leads to a solid and systematic theoretical justification of the
key constituents of CNN models, allowing their theoretical
analysis. The designed architectures are by construction inter-
pretable and more transparent as the design process relies on
sparse coding theory.

Medical data analysis is one of the domains where explain-
ability and interpretability are particularly important. Hence,
despite their huge potential, current deep learning based-
models are still not trustful enough to warrant their adoption
in clinical practice. The research on explainable models, such
as ML-CSC is therefore highly relevant in this domain. In
our previous work [8] we have proposed a variant of ML-
CSC model for multimodal image segmentation. We are now
generalizing that previous approach to an arbitrary number
of modalities and segmentation classes. Another important
novelty of the present work is a more elegant, unified frame-
work: In [8], the joint feature extraction module (JFEM) and
ML-CSC module, were tackled separately. In this work, we
will propose a merged Joint Feature ML-ISTA algorithm and
investigate further in which way the current interpretable ML-
CSC framework can be more efficiently extended towards mul-
timodal data. Moreover, we are conducting an interpretability
study regarding the different parameters in the proposed CNN
segmentation model.

The organization of the paper is as follows. In Section II
we introduce preliminaries and related work. The problem
formulation of this work is presented in Section III. Section IV
presents our joint multimodal extension of the ML-CSC frame-
work. In Section V we discuss the experimental results on the
Brain Tumor Segmentation dataset, and we present the results
of the conducted interpretability study of the CNNs. Section
VI concludes the paper.

II. PRELIMINARIES
A. Multilayer Convolutional Sparse Model

For a given image patch represented as a vector x € R”,
obtained by stacking the pixel values in a raster scanning
fashion and a given dictionary D € R™*" such that x = Dy,
the task of recovering the sparse representation v € R™ is
better known as sparse coding [6]. Recently, an extension
of the classical sparse coding model has been introduced by
Papyan et al. [9] under the name of Convolutional Sparse
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Coding (CSC). The CSC model operates on the entire image
x at once, where the structured dictionaries appearing in
the model are given as a concatenation of convolutional
dictionaries, formally given by x = ZZ’;I d; * ~;, where ~;
denotes the convolutional sparse feature maps and d; denotes
the kernels. Recently, this model was extended to a multilayer
setting [7] where the same structure is recursively imposed on
each sparse representation: y; = D;17;41, which leads to the
following Multilayer CSC (ML-CSC) model:

X:DlDQ...DL’yL, (1)

with vy, being the sparse representation at the deepest layer
L and D; is the convolutional dictionary at layer ¢ [7]. The
main benefit of this multilayer extension is that it enables
representation learning at multiple abstraction levels which
is similar to the hierarchy of features learned by a CNN.
Moreover, it was shown that using the Soft-Thresholding (ST)
algorithm to learn the sparse representation at each layer
separately is equivalent to the forward pass in a vanilla CNN
[7]. This algorithm is called layered ST. Given that soft-
thresholding is a simple algorithm which only provides a crude
approximation, in this article we will use use the theoretically
and experimentally superior ML-ISTA algorithm [10], which
does not rely on such a layer-wise relaxation.

B. Morphological Component Analysis

Morphological Component Analysis (MCA) is a frequently
used image decomposition method based on sparse represen-
tations of signals [11]. Similar to the sparse representation,
the MCA model assumes that each signal is a linear combi-
nation of K morphologically distinct components. Formally,
the MCA data model can be defined as x = Zle Dk,
where the sparse representation of each component w.r.t. the
component dictionary ®;, is denoted as . The dictionary @y,
has a discriminative role as it allows a sparse representation
for each individual morphological component k.

In order to recover sparse coefficients {7 }%_,, the MCA
decomposition algorithm can be used. Each sparse vector,
a.k.a. coordinate vector, 7 is obtained separately, while the
other coordinates {~;}; 2, are kept fixed. This process is
repeated until the sparse representation of each component is
computed. To ensure that only the most prominent features are
being extracted from x in the first few iterations, the linearly
decreasing threshold strategy is used [11].

A multimodal CSC data model was proposed by Song et
al. [12], with application to image super-resolution. In our
previous work [8], we have addressed a possible extension of
the ML-CSC model towards multimodal data. Here we build
further on this work, where the joint feature extraction and
ML-CSC modules are tackled jointly, as tackling the pursuit
for all layers jointly leads to theoretically superior sparse
coding algorithms.

III. PROBLEM FORMULATION

A multimodal extension of the ML-CSC model offers an
interpetable counterpart for CNN-based segmentation of mul-
timodal images. Here, we aim at modelling the dependencies

between the different imaging modalities to facilitate semantic
image segmentation. For the multimodal ML-CSC extension,
appropriate pursuit problems and sparse coding algorithms
will be derived. The obtained sparse coding algorithm will
be used to design CNN feature extraction and segmentation
architectures as the two main parts of our model.

IV. PROPOSED METHODS
A. Data Model

First, we will define a sparse model for the multimodal
data. Based on MCA model presented in Section II-B and the
multimodal CSC [12], we depart from the following assump-
tions. First, we assume that each modality can be modelled as
a linear combination of different morphological components,
where each component corresponds to segmentation class-
specific features. Second, since all modalities capture the
same underlying phenomenon, they are homogeneous and co-
registered, we will assume that the hidden sparse represen-
tations of each component are shared among all modalities.
These two assumptions can be formalised as follows:

m
xM =@y, ie{l,...,n}, (2)
c=1
where the convolutional dictionary for the i-th modality and
component ¢ is given by <I>£l), m is the number of differ-
ent segmentation classes and n is the number of different
modalities. Note that compared to our model in [8], here
we allow an arbitrary number of imaging modalities and
segmentation classes. The joint sparse representations w.r.t.
the convolutional dictionaries for component ¢ are denoted
by .. As we are basing ourselves on the MCA model, the
dictionaries @Ez) are again modality-dependent, enabling us
to capture the pixel value differences in the different image
modalities.
To obtain joint sparse representations of the data at multiple
abstraction levels we employ ML-CSC to model each joint
sparse representation as

v =DDY .. .D .. Dy, 3)

where Dl(c) denotes the convolutional dictionary for segmen-
tation class ¢ at layer [ and the sparse representation at the
deepest layer L is denoted as 7. r. By merging Eq. (2) and
(3), we obtain our proposed sparse model of the multimodal
data: m
x0=3Y"@DI"DY .. DY . D, @
c=1
forevery i € {1,...,n}. Note that Eq. (4) could be interpreted
as a hybridisation of MCA and ML-CSC.

In our previous work [8], the joint feature extraction module
(JFEM), which corresponds with the extraction step in Eq.
(3), and ML-CSC module, which serves to obtain a higher-
level representations jointly, were tackled separately, by the
proposed JFE algorithm and ML-ISTA, respectively. In this
work, we will propose a merged Joint Feature ML-ISTA
algorithm, motivated by the fact that tackling the pursuit for
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TABLE I
RELATIONSHIP BETWEEN THE ELEMENTARY UNITS IN SPARSE CODING
ALGORITHMS AND CNNSs.

Sparse coding CNN
transposed convolutional D7T(-) ¢ convolutional layer
dictionary operator
convolutional dictionary ~ D(-) <> transposed
operator convolutional layer
soft thresholding operator ~ Sx(z) <> ReLU(z — )

with threshold A\

all layers jointly, instead of sequentially, leads to theoretically
superior sparse coding algorithms. This algorithm will enable
us to design the merged CNN architecture for the JFEM and
ML-CSC module.

B. Feature Extraction CNN Architecture

1) Pursuit Problem: For the sake of clarity, let us consider
only a two-layer instance, which corresponds with L = 1 in
Eq. (4). The task to recover the higher-level joint sparse repre-
sentations {7, 1} ; from the modalities x*) can be expressed
as the following optimisation problem in its Lagrangian form:

n 2

. 1
min -
{vea}m, 2 Z

i=1

m

X0 - 3 alD( .,

c=1

+
2 ®)

Dy 'YclH +Z/\c 1||'Yc 1||1a

where the first term is a penalty term consisting of a sum
of /5-norm based reconstruction penalties for each modality,
and the second term enforces the S arsuy of the intermediate
joint sparse representations 7. = D" fyc 1. Further on, the last
term in Eq. (5) is the sparsity constraint for the higher-level
representations and the Lagrangian multipliers are denoted by
Ac and Ac 1.

For the sake of simplicity, let us introduce the marginal
residual modalities w.r.t. segmentation class c as xg 0= = x() —
D et <I><”D§”)% 1. The coordinate-relaxed pursuit problem

can then formally be expressed for every ¢ € {1,...,m} as:
LIS 50 - op©. | ©
min > = 2D e ||+ A1 Dy e ||+ Acallvealls
c,1
(6)

2) Sparse Coding Algorithm: First, we will solve the coor-
dinate relaxed problem in Eq. (6) by using a proximal gradient-
mapping method. As the proximal algorithm has a closed form
solution, given by a soft-thresholding operator, we obtain the
following update rule aiming at iteratively finding the solution
for the pursuit problem in Eq. (6):

(&3 T C
YT = Sueiren [vf,l — pe DI DAL,

L L C e N

(7

where p1.1 and p. denote step sizes and the thresholds are
given by A.; and A..

Our proposed algorithm provides, simultaneously, iteratively
refined estimates for the joint representation 7. in Eq. (3)
and its higher level counterpart «y. ;. Note that when only
a single modality is considered in Eq. (7), we obtain the
classical ML-ISTA algorithm. Therefore, the derived sparse
coding algorithm will be called MM-ML-ISTA, as it can be
interpreted as a multimodal extension of ML-ISTA.

As the derived MM-ML-ISTA algorithm only computes the
joint sparse representations for a single class ¢, we still need
to provide a solution to the general pursuit problem defined
in Eq. (5) in order to recover all higher-level joint sparse
representations {%7 L} . Again, we will base ourselves on
the MCA decompisition algorithm. We will adopt, a salient-
to-fine feature extraction procedure to learn the morphological
components from the modalities progressively. More details
are progressively added to the learned representations by
linearly decreasing the thresholds in consecutive iterations
towards a minimal value Amin.. This stopping threshold is
typically set directly proportional to the standard deviation of
the noise present in the image modalities. We refer to this
sparse coding algorithm as merged Joint Feature ML-ISTA
(merged JF-ML-ISTA) since it provides a solution to Eq. (5),
which is the merged pursuit problem of the joint feature
extraction model in Eq. (2) and ML-CSC model in Eq. (3).
Detailed derivations together with theoretical and convergence
guarantees are omitted due to space limitation and will follow
in the future work.

3) CNN Architecture: Now we will unfold the proposed
merged JF-ML-ISTA algorithm to design an interpretable
CNN architecture for the analysed problem. This design pro-
cess comprises two essential steps. First, the elementary sparse
coding units in the sparse coding algorithm should be replaced
by their CNN counterparts, as summarised in Table 1. Next,
the sparse coding algorithm should be unrolled for a fixed
number of iterations. This entails fixing the number of joint
feature extraction iterations 7' and the number of MM-ML-
ISTA iterations M. By replicating T'—1 times the joint feature
extraction block and by using M unrollings of the MM-ML-
ISTA algorithm, the refined estimates of the coordinate vectors
for the joint features are obtained. Unrolling technique implies
that the same CNN blocks are iterated over time, for which the
parameters in each iterated block are shared. Our merged JF-
ML-ISTA algorithm theoretically justifies the interconnections
and ordering of layers in the parameter-optimized network,
offering more interpretability of the learning process.

C. Segmentation CNN Architectures

As our main goal is to perform semantic image segmenta-
tion, i.e., the pixelwise classification, an additional processing
step is required as a segmentation class label should be
assigned to each pixel to acquire the desired segmentation
mask. We will thus consider the U-Net model [13], which
represents one of the state-of-the-art models for medical image
segmentation. To produce binary segmentation masks for each
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TABLE II
Two CNN SEGMENTATION MODELS TOGETHER WITH THE PER-CLASS TEST DSC.
THE LAST COLUMN REPORTS THE AVERAGE OVER THE THREE TUMOR SEGMENTATION CLASSES.

Model JFEM ML-CSC modules ET (blue) WT (green) TC (red) Average
JF-ML-ISTA [8]  JFE algorithm ML-ISTA 0.449 + 0.315 0.648 + 0.298  0.656 4+ 0.304  0.589 + 0.319
Merged JE-ML-ISTA  merged Joint Feature ML-ISTA algorithm  0.471 4+ 0.326  0.667 + 0.269  0.664 + 0.298  0.605 + 0.309
TABLE III

THE LEARNED THRESHOLDS AND STEP SIZES FOR THE MERGED JF-ML-ISTA CNN MODEL.

Segmentation class )\min,c He Ac,l He,1 >\c,2 He,2 >\c,3 He,3
HBT (c=1) 0.803 1.005 -0.004 1.051 -0.006 1.039 -0.008 1.032
ET (c=2) 0.906 0.907  0.011 1.042  0.007 1.030  0.001 1.012
WT (c = 3) 0.788 0.872  0.005 0.998 0.002 0994 0.003 0.99
TC (c =4) 0.930 0958 -0.002 1.009 -0.004 1.000 -0.005 1.007

segmentation class c, the obtained sparse representations . 1,
at the deepest layer of the ML-CSC module are fed into a
convolution layer with a 1 x 1 kernel, which serves as a
pixel-wise prediction step. In the end, the predicted binary
segmentation masks are stacked, and the softmax activation
function is applied.

Based on this segmentation model, we compare our pro-
posed merged JF-ML-ISTA CNN model with the JF-ML-
ISTA model [8]. To the best of our knowledge, our previous
work [8], is the only existing work where the ML-CSC model
for image segmentation has been applied to multimodal data
and thus will be used for comparison. Table II summarises
the sparse coding algorithms used to generate the JFEM and
ML-CSC architectures for this model. The merged JF-ML-
ISTA algorithm provides a merged CNN architecture for both
the JFEM and ML-CSC modules.

V. EXPERIMENTAL RESULTS AND DISCUSSION

Now we evaluate the proposed approach in a practical
scenario. First, we will categorise all the sparse coding pa-
rameters into either learnable parameters or hyperparameters.
Motivated by the available literature employing the ML-CSC
framework to design interpretable CNNs, we consider the
kernels of the convolutional dictionaries ®{” and D\, the
thresholds Apin,c and A.;, and the step sizes p. and p; as
learnable parameters [10]. These parameters can be obtained
by supervised end-to-end training of the CNNs. All other
parameters are deemed hyperparameters, e.g. the number of
ML-CSC layers L which equals three in our experiments,
same as in [8] to obtain a fair comparison. For each model,
we regard the same hyperparameters which are tuned for the
merged JF-ML-ISTA model and the best results are reported.

A. Quantitative Test Results

To numerically evaluate the segmentation performance, we
applied the trained models on the neuro-oncological Brain
Tumor Segmentation (BraTS) dataset [14]. The BraTS dataset
consists of four brain magnetic resonance imaging (MRI)
modalities (T1, Tlce, T2 and FLAIR) acquired using differ-
ent MRI-imaging methods. As the objective of BraTS is to

perform semantic image segmentation, we need to assign to
each pixel, one of the four following classes: Healthy Brain
Tissue (HBT), Whole Tumor (WT), Tumor Core (TC), or
Enhancing Tumor (ET) and thus we consider i, ¢ € {1,2, 3,4}.
The mean and standard deviation of the Dice Score (DSC)
for the 67 test samples is reported in Table II. The average
values obtained over the three tumor segmentation classes
are presented in the last column. Note that we were able to
improve the performance for all tumor classes by providing
systematic improvements to the JF-ML-ISTA model, based on
sparse coding theory and algorithm unrolling. This was done
without introducing any additional parameters in the merged
JF-ML-ISTA CNN model.

B. Interpretability Study of the Model Parameters

The generated CNN architectures are by design, theoreti-
cally justified, as they emerge from unrolling an appropriate
sparse coding algorithm for a fixed number of iterations.
The available literature recommends the training ML-CSC
models using the Adam optimiser [10], [15], [16]. However,
this approach can lead to inconsistent values w.r.t. sparse
coding theory, such as negative thresholds, as has already been
reported in literature [8], [15], [16]. Therefore, we conduct
an interpretability study to verify whether the theoretical
interpretability claims offered by sparse representations are
valid in practice.

The learned values for all thresholds and step sizes in the
merged JF-ML-ISTA model are shown in Table III. The stop-
ping thresholds and step sizes for the joint feature extraction
should stay positive, as implied by the theoretical explanation.
Notably, Amin,c > 0 and g, > 0, as well as the step sizes
{pey}i_, at the three ML-CSC layers are consistent with the
theoretical expectations. However, for the thresholds at the
ML-CSC layers {A.;}?_;, it turns out that the network learned
a negative value for the HBT and TC segmentation class.

For the four classifiers used to predict the binary segmen-
tation masks for each class, we opted to employ the same
parameters in each classifier. In this way, we are able to
force, to a certain extent, the discriminative behaviour of the
model to be present in the feature extraction architecture.
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Reconstr. T1

T1HBT comp.

T1ET comp.

T1WT comp.

T1TC comp. Ground Truth Predicted

4)»‘

Fig. 1. T1 MRI modality decomposition of the 75th percentile sample. No notable features are visible in HBT component compared to ET, WT and TC class.

The discriminative capabilities of the classifiers decrease by
considering similar parameters for each classifier. Hence, in
such a manner we are able to produce more discriminative
features.

Further on, we also analysed the decomposition of the MRI
modalities into four components corresponding to segmenta-
tion class-specific features. This constitutes an important step
in the representation learning process as it extracts the joint
sparse representations 7. for each segmentation class. Fig. 1
shows a successful decomposition for the T1 modality x(*) of
the 75th percentile sample. The four components {<I>£1)’yc 4,
are depicted together with the reconstructed modality. We
observe that the components were able to extract features from
the T1 modality relating to their corresponding segmentation
class. Indeed, note that in the HBT component, no noteworthy
features remain w.r.t. the ET, WT and TC class. When no
notable features relating to the segmentation classes are visible
in their corresponding components, the decomposition can lead
to unsatisfying results.

We attribute both the inconsistent learned sparse coding
parameters and the unsatisfactory decomposition for certain
samples to the current end-to-end supervised training proce-
dure. In the current experimental setup, we cannot ensure that
the sparse coding parameters in the CNNs converge to values
attaining the expected sparse coding functionality, which is
Vital as, for instance, the learned decomposition dictionaries
<I’£l) constitute a crucial determinant for the decomposition
performance [11].

VI. CONCLUSION

In this article, we derived a novel multimodal ML-CSC
model, appropriate pursuit problems, and sparse coding al-
gorithms. The obtained sparse coding algorithms offer us a
systematic way of building the CNN segmentation model,
called the Merged Joint Feature Extraction Model. Experimen-
tal results conducted on the BraTS dataset demonstrate that we
were able to improve the performance for all tumor classes
compared to JF-ML-ISTA model, by providing systematic
architecture design based on sparse coding and deep unrolling,
while keeping the same amount of learnable parameters in
both models. Each learnable parameter in our model has a
well-defined role in the representation learning process.
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