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Abstract—Estimation of vehicle components’ temperatures is
essential to compute their thermal fatigue and life expectancy,
and is typically based on lumped-parameter models, such as
thermal networks. However, the design of such models requires
expert knowledge and detailed information about the cooling
circuit, thus data-driven approaches have been employed. In
this article, a regression architecture for estimating the coolant
temperature is proposed. The architecture utilizes a two branch
LSTM regression model with optimized parameters and is sepa-
rately modelling active and passive vehicle states. The proposed
architecture was evaluated using data from a real battery electric
vehicle from 1,000 hours of driving and showed an improvement
in performance up-to 36.9% in terms of mean absolute error.

Index Terms—Temperature Estimation, Driving State Indica-
tion, Battery Electric Vehicles.

I. INTRODUCTION

Accurate knowledge of component temperatures, e.g. the
temperatures of semiconductor or capacitors, is essential to
avoid excessive damage and ageing of the components in
Battery Electric vehicles (BEVs) [1] and is addressed by
thermal modelling twofold. First, thermal modelling is com-
monly used to estimate temperatures in approximately real
time, especially at positions where a sensor cannot be placed
effectively, such as close to the rotating parts [2]. Second,
thermal models are utilized to estimate the temperatures offline
and predict component damages under certain load conditions,
thus without online measurements [3].

While high-fidelity thermal models, such as Finite Element
Models (FEMs), can estimate temperatures with high accuracy,
their computational complexity make them unsuitable for
simulations where thousands of different driving scenarios
need to be evaluated or when requiring real time capability
[4]. Therefore, several reduced-order models have been pro-
posed in the literature [5] , e.g. lumped parameter thermal
models, providing a simplified model of the cooling circuit,
its geometry and parameters. Furthermore, data-driven models,
including State-Space Models (SSMs) [6]–[8] and their vari-
ants, e.g. Linear Parameter-Varying SSMs (LPV-SSMs) [9],
have been proposed as well.

However, even though SSMs as well as FEMs have proved
to work well in terms of estimation accuracy [10], there
are two major shortcomings intrinsically related to these
approaches. First exhaustive knowledge of the free parameters
like the thermal resistances or the geometric parameters is
needed [6], [9]. Second, these models suffer from very limited
transfer capabilities, thus changes in the architecture of the
cooling circuit cannot be easily re-modelled [11]. To overcome
these difficulties data-driven regression models have been
proposed, with the latest research focusing on LSTM and CNN
based architectures [12]–[14], with LSTM showing promising
results in terms of estimating the electric motor’s stator and
rotor temperature due to its ability to model timeseries’.
Conversely, errors are relatively high when trying to estimate
coolant temperatures [15].

In this paper we propose a LSTM based architecture that
is based on two discrete data-driven temperature models,
which are separately modelling the active and passive states
of a BEV, i.e. the periods where the vehicle is on the move
(active) and the charging or standing periods (passive). The
remainder of this paper is organized as follows: In Section II
the cooling architecture of a BEV is described. In Section
III the proposed architecture for temperature estimation is
presented. In Sections IV and Section V the experimental
setup and the evaluation results are presented, respectively.
Conclusions are provided in Section VI.

II. THERMAL MANAGEMENT OF ELECTRIC VEHICLES

As described in Section I accurate thermal modelling of
BEVs is essential for multiple reasons including lifetime esti-
mation, functional safety and monitoring of the vehicle’s status
[1]. Especially for the electric components of the vehicle, like
the electric motor or the high voltage storage unit, precise
estimation of the coolant temperature is crucial due to the
high losses and potential failures [16]. The simplified block
diagram of the cooling circuit is illustrated in Fig. 1.

As illustrated in Fig. 1 the coolant circuit of a BEV consists
of the Highly Integrated Electric Drive Train (HEAT), the
Combined Charging Unit (CCU), the High Voltage Storage
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Fig. 1. Illustration of the cooling circuit of a BEV. Solid lines indicate coolant
pipes, dashed lines indicated electric connections and dotted lines indicate
actuator signals.

(HVS), the Heat Exchanger, the Chiller/Heater and other
components (valves and tubing) [17]. The general lumped
thermal model of the self-heating and thermal coupling can
be described as follows [18], [19]:
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where Tj , PL,j and TC,j are the temperatures, the losses,
and the cooling temperature at the jth node respectively.
Furthermore, Rth ∈ Ri×j is a matrix of thermal resistances
describing the steady-state thermal conditions of the cooling
circuit.

The coolant temperature is a function of the losses of all
components as well as the heat exchange with the environment
[10], i.e. TC = f(PL, Q̇), where PL =

∑
j PL,j are the total

losses and Q̇ is the heat flow. Furthermore, the losses depend
on the internal driving and charging states, i.e.:

PL = f(M,ω, VDC , PCh, PDC) (2)

where M is the torque, ω is the rotational speed (driving state),
VDC is the voltage of the HVS, PCh is the charging power
(charging state) and PDC is the load of the DCDC converter
used by car entertainment loads and lights. Moreover, the
heat exchange with the environment strongly depends on
the ambient temperature (TA), the driving condition, i.e. the
velocity (v) and acceleration (a) as well as the operation
conditions of the chiller/heater and the valves (s).

Modelling all the above-described states and operational
conditions is practically impossible [20]. Furthermore, the
states heavily rely on whether the vehicle is actively (driving)
or passively operating (charging or standing). In addition, the
coolant temperature does not only depend on the current state
but is also a time-series problem depending on previous states.
Therefore, an LSTM based architecture modelling active and
passive states is presented in Section III.

III. PROPOSED ARCHITECTURE

Considering M sensors acquiring measurements at the same
sampling frequency fs, M time-synchronous frames omτ are
formed at time τ with 1 ≤ m ≤ M and omτ , consisting of
the last W samples acquired by each sensor [τ −W + 1 : τ ],
i.e. omτ ∈ RW . Each of the M frames omτ is processed by a
feature extraction algorithm and M feature vectors, oDτ , are
generated, one for each frame. The multidimensional feature
set F τ ∈ RM×D, where M is the number of sensors and D
is the number of features, is then used to estimate the coolant
temperature TC at time τ , i.e.

T̂ τC = r(F τ ) (3)

where r(·) is a regression function modelling the behaviour of
the cooling circuit and T̂ τC is the estimated temperature.

As frequency-based features have proved to enhance the
estimation accuracy of time-series problems with low sam-
pling frequency [21], [22], and BEV’s sensors are usually
acquiring data with low sampling frequencies (less than 10
Hz) the Karhunen Loeve Expansion (KLE) has been selected
as a frequency domain descriptor [23]–[25]. In detail, let
W̃ (W̃ < W ) be the order of the Auto-Correlation Matrix
(ACM) used to separate each time frame omτ into its Subspace
Components (SCs). The ACM Φoo of the τ th frame and of
the mth sensor, omτ , can be written as [24]:

Φτ,moo =

 Rτ,moo (0) · · · Rτ,moo (W̃ − 1)
...

. . .
...

Rτ,moo (W̃ − 1) · · · Rτ,moo (0)

 (4)

where Rτ,moo (w) with 0 < w < (W̃ − 1) is the auto-
correlation function and w is a positive integer indicating the
sample time. By applying eigenvector decomposition, Φτ,moo
can be decomposed into W̃ mutually orthonormal eigenvec-
tors Qτ,m = [qτ,m0 , qτ,m1 , . . . , qτ,m

W̃−1
]. Since Qτ,m is unitary

(i.e.,QTQ = QQT = I), the KLE transform and its inverse
can be written as in Eq. 5 and Eq. 6.

õτ
m = (Qτ,m)T omτ (5)

omτ = Qτ,mõτ
m =

W̃−1∑
i=0

(qτ,mi )T omτ q
τ,m
i (6)

where, õmτ ∈ RW̃ denotes the KLE-transformed signal of
omτ and the uncorrelated SCs of omτ are defined as oi =
(qτ,mi )T omτ q

τ,m
i , where oi can be approximated by the coeffi-

cients of a Finite Impulse Response (FIR) filter [26]. Finally,
the M transformed time frames õmτ : 1 ≤ m ≤ M are joined
to from a feature matrix, i.e. F τ = [õ1τ , õ

2
τ , ..., õ

M
τ ] with

F τ ∈ RM×W̃ , while the set of feature matrices F consists
of N frames of F τ , i.e. F ∈ RN×M×W̃ .

In the proposed architecture the regression function r(·) is
using as input a pre-processed version of the original feature
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set F providing more detailed information about the driving
state, being either active (FA) or passive (FP ). In detail, a
threshold parameter θ defines for how long the vehicle must
be inactive, i.e. rotational speed to be ω = 0 for a subsequent
number of samples, in order to be categorized as passive, i.e.

FP =

{
F if

∑τ0+θ
τ0

1R>0(ω(τ)) = 0
0 otherwise

(7)

where τ0 is an arbitrary starting sample and 1R>0(·) is the indi-
cator function of the rotational speed ω within a time window
[τ0 : τ0 +θ]. The active periods are defined respectively as the
inverse of the passive periods, i.e.

FA =

{
F if FP = 0
0 otherwise

(8)

A feature vector will then be used to generate enhanced
prediction based on the temperature model, i.e.

T̂ τC = rC (F τA, F
τ
P ) =

{
rA(F τA)
rP (F τP )

(9)

where rC = [rA, rP ] is a concatenated regression function
modelling the behaviour of the cooling circuit during the active
and passive states. Furthermore, F τA/P is the τ th frame of the
active and passive feature vectors FA/P . The block diagram of
the proposed architecture is utilizing both active and passive
feature vectors and is illustrated in Fig. 2.

As shown in Fig. 2 the architecture consists of five steps,
namely the framing of the signal o1,...,M (τ) into time frames
o1,...,Mτ , the transformation of the time frames into the fre-
quency domain õ1,...,Mτ , the concatenation of the M sensor
signals into one feature set F τ , the splitting of the driving
states separating the feature vector F τ into its active and
passive components F τA and F τP and the estimation of the
coolant temperature using the regression function rC(·).

IV. EXPERIMENTAL SETUP

The architecture presented in Section III was evaluated
using the datasets, the regression model and experimental
protocols described below.

A. Data Structure and Experimental Protocols

To evaluate the proposed architecture two different datasets
have been used. First, the publicly available ‘Electric Motor
Temperature’ dataset has been evaluated [14]. This dataset
was recorded at a sampling frequency of 2 Hz and a total
duration of 185 hrs. It consists of eight features, namely the
torque (M ), rotational speed (ω), ambient temperature (TA),
cooling temperature (TC), stator voltages (ud/q) and stator
currents (id/q). Furthermore, splitting between training and
testing data has been defined assuring direct comparison [14].
Second, a reference dataset of a real BMW test vehicle was
recorded using the CAN-Bus data at a sampling frequency
of 1 Hz and a total duration of approximately 1,000 hrs
with a split of 40% active driving phases and 60% passive
phases. In detail, the dataset consists of six features, namely

the torque (M ), rotational speed (ω), current and voltage of
the HVS (VDC , IDC), ambient temperature (TA) and cooling
temperature (TC).

Regarding the experimental setup, two different protocols
were used. The first one serves as a baseline system and
consists of a single LSTM without distinction of the driving
state, similarly to [12]. The second protocol evaluates the
architec- ture proposed above based on two LSTM that are
applied de- pending on the BEV state. Training/test data splits
have been applied as described in [14] for the first dataset,
while for the second dataset training and testing was based on
five-fold cross validation. Input features have been normalized
during pre-processing to [0,1] amplitude range.

B. Regression Model and Parameters Optimization

For the regression stage a LSTM model-based approach
same as in [13] was evaluated and tuned using grid search on a
bootstrap training dataset optimizing both model structure and
free parameters. The model structure is graphically illustrated
in Fig. 2, while the parameters of the model as well as the
parameters of the Adam solver are tabulated in Table I.

TABLE I
PARAMETERS OF THE LSTM AND THE ADAM SOLVER.

Parameter Value Parameter Value
Input size 64 Learning rate 0.001

Output size 1 Beta-1 0.9
Batch size 1000 Beta-2 0.999

Epochs 200 Epsilon 1e-8

The free parameters θ defining the split between active and
passive driving cycles and the frame length W were optimized
using grid search. The results in terms of Root Mean Square
Error (RMSE) are tabulated in Table II and in Table III.

TABLE II
PARAMETERS OPTIMIZATION (IN TERMS OF RMSE) FOR THE THRESHOLD

TIME θ.

θ 60 90 120 150 180
RMSE in (K) 5.82 5.81 6.00 5.86 5.84

TABLE III
PARAMETERS OPTIMIZATION (IN TERMS OF RMSE) FOR THE FRAME

LENGTH W .

W 16 32 64 128 256
RMSE in (K) 4.37 3.32 2.38 3.65 6.39

As can be seen in Table II and in Table III, the optimal
duration for θ was found to be 90 sec, while the optimal frame
length W was found to be 64 samples.

V. EXPERIMENTAL RESULTS

The architecture presented in Section III was evaluated
according to the experimental setup described in Section IV.
The performance was evaluated in terms of Mean-Absolute-
Error (MAE), Mean-Squared-Error (MSE), and RMSE as
described in Eq. 10 - Eq. 11.
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Fig. 2. Block diagram of the proposed architecture for temperature prediction of EVs’ coolant circuit temperature.

MAE =
1

N

N∑
τ=1

∣∣∣T τC − T̂ τC∣∣∣ (10)

RMSE =
√
MSE =

√√√√ 1

N

N∑
τ=1

(
T τC − T̂ τC

)2
(11)

where T τC is the ground-truth value of the temperature at
time τ and T̂ τC is the predicted value. The two experimental
protocols were evaluated for the accuracy metrics described
above and the results are tabulated in Table IV. The results
for the protocol #2 are presented for the active (‘#2-A’) and
passive (‘#2-P’) states as well as on average (‘#2’).

TABLE IV
COOLANT TEMPERATURE ESTIMATION RESULTS FOR THE TWO PROPOSED

EXPERIMENTAL PROTOCOLS.

Protocol Dataset #1 Dataset #2
MAE RMSE MAE RMSE

#1 0.55 4.39 5.47 8.01
#2 0.23 2.40 4.06 6.11

#2-A 0.24 3.55 4,26 6,37
#2-P 0.21 0.42 3.45 5.33

As shown in Table IV, the proposed architecture out-
performs the baseline model in both datasets and for all
performance metrics. Specifically, the passive states showing
a higher performance improvement than the active states,
which is due to the fact that passive states have a simpler
characteristic where many components are not operating. In
detail, in dataset #2 the MAE was reduced by 1.41 thus
improving temperature prediction by 25.8%, while the RMSE
was reduced by 1.90, i.e. improving by 23.7%. Furthermore,
the highest performance improvement is found for MAE at
the passive phase, reducing the error by 36.9%, while the
RMSE was improved by 33.5% . Moreover, the results for
dataset #1 are very similar with a lower absolute error due
to the lower complexity of the coolant circuit being a test-
bench application rather than an actual vehicle as in dataset
#2. In general, an performance improvement is observed when
incorporating frequency based KLE features and separating
active and passive driving states.

As there are few papers estimating coolant temperature,
comparison was done using the approaches of [12] and [13]
performing stator temperature estimation for four measure-
ment points using the publicly available dataset #1. The results
are tabulated in Table V.

TABLE V
COMPARISON OF DIFFERENT ML ARCHITECTURES FOLLOWING THE

SETUP OF [12] ESTIMATING STATOR TEMPERATURES.

Model Approach MAE MSE Mdl Size
KNN [12] 4.24 26.10 221k
RF [12] 3.09 16.26 1.1M

SVR [12] 2.75 13.42 209k
RNN [13] 1.29 3.26 1.9k
CNN [13] 0.85 1.52 67k

LSTM proposed 0.51 1.41 920k

As can be seen in Table V the proposed architecture
outperforms all other models reporting MAE equal to 0.51
and MSE equal to 1.41. This corresponds to an improvement
of 7.28% in terms of MSE when being compared with [13],
while the MAE is being improved by 40% respectively.

VI. CONCLUSION

A two-branch network for modelling the coolant temper-
ature in BEVs using a LSTM for regression was presented.
In detail, a data separation stage was proposed to separate the
active and passive states of a BEV to train a two-branch model
for active and passive states respectively. The proposed archi-
tecture significantly improved the performance when directly
compared to the baseline system without separated states as
well as to the top performing approaches reported in the lit-
erature for regression-based BEVs coolant circuit temperature
modelling. The proposed architecture was evaluated using two
different datasets, i.e. the publicly available ‘Electric Motor
Temperature’ dataset and a second dataset measuring coolant
temperatures from real BEVs, reporting performances up-to
0.51 in terms of MAE outperforming all previously reported
approaches.
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[12] Wilhelm Kirchgässner, Oliver Wallscheid, and Joachim Böcker, “Data-
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