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Abstract—In this paper we introduce federated learning (FL)
based resource allocation (RA) for wireless communication net-
works, where users cooperatively train a RA policy in a dis-
tributed scenario. The RA policy for each user is represented by
a local deep neural network (DNN), which has the same structure
for all users. Each DNN monitors local measurements and outputs
a power allocation to the user. The proposed approach is model-
free; each user is responsible for training its own DNN to
maximize the sum rate (SR) and communicates with the server
to aggregate its local DNN with other DNNs. More importantly,
each user needs to probe only its own data rate as a distributed
reward function and communications with the server once in
a while. Simulations show that the proposed approach enables
conventional deep learning (DL) based RA methods to not only
use their policy in a distributed scenario, but also to (re)train their
policy in time-varying environments in a model-free distributed
manner without needing a computationally complex server.

Index Terms—Deep neural network, federated learning, dis-
tributed reward, wireless communication, resource allocation.

I. INTRODUCTION AND MOTIVATION

Resource allocation (RA) in wireless and wired communi-
cation networks is a challenging task as the underlying opti-
mization problem is nonconvex and in some communication
scenarios, large scale [1]–[4].

Recently, to speed up the corresponding optimization in
RA, deep learning (DL) based methods have been proposed
to exploit the advantages of deep neural networks (DNNs)
[5]–[8]. These methods aim to train a DNN, as a function
approximator, to approximate an optimum policy that relates
optimum resources, e.g. transmit power, to parameters of the
problem that are time-varying, e.g. channel coefficients. Unlike
conventional iterative optimization-based RA, DL based RA
is non-iterative and in closed form, speeding up the process
with a simple implementation [6], [9]–[13].

The proposed DL based RA methods in the literature require
retraining of their DNN(s) once in a while as the parameters
of the communication networks, e.g. the channel distribution,
are constantly changing [14], [15]. In this scenario, model-free
retraining [11] is motivated to incorporate all real-time drifts
from the initial model. In the model-free training, gradient-free
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optimization is employed by measuring the reward function,
rather than representing the reward function by a model and
calculating its gradient vector (cf. Section II-C).

Model-free (re)training, however, is only studied in a cen-
tralized manner where the server trains a centralized policy and
needs to receive all the necessary time-varying communication
network parameters, e.g. channel coefficients, over the users
to form a centralized reward function, e.g. sum rate (SR) of
users. Moreover, the server performing such a training task
needs considerable computational power, which is not always
available.

In response to the growth of computational capability at
the edge, federated learning (FL) has been introduced by [16]
and developed as an active field of research in distributed
optimization and training [17]. Hence, a natural question that
comes to mind is whether the training in the current DL
based RA methods can be done in a model-free distributed
manner using the concepts of FL, avoiding the requirement of
a computationally complex server. In this paper, a FL based
RA method is proposed for the training phase which lifts the
mentioned limitations.

II. PRELIMINARIES

A. System Model

Suppose there are N users, each consisting of a transmitter
and a receiver, communicating with each other in a wireless
communication network. The transmitter of user i transmits
data with power pi, the ith element of the power vector p.
Also, the channel between the transmitter of user i and the
receiver of user j is denoted by hji which is an element of
channel matrix H in its jth row and ith column. Moreover,
we assume i.i.d. additive Gaussian noise with variance σ2 at
the receivers. In this setting, the achievable data rate of user
i can be written as,

Ri(H,p) = log2(1 +
|hii|2pi

σ2 +
∑

j ̸=i |hij |2pj
). (1)

The objective in this paper is to train a DNN as a RA policy
denoted by ϕ(.,θ) with parameters θ ∈ Θ ⊆ Rm, such that
the sum rate (SR) of users are maximized at each time instant.
Having trained the RA policy once, each user uses the policy
with the optimal parameter θ⋆ to find its optimal transmit
power simply as p⋆i = ϕ(si,θ

⋆). The vector si contains the lo-
cal measurements, e.g. recieved interference power, performed
by the user i to feed the policy. One example of such inputs
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Algorithm 1: Federated averaging (FedAve [16])

Initialize: θ0
i = θ0 ∈ Θ ∀i ∈ [N ], set communication

interval I > 0, set step size sequence {γk} ⊆ R++

for k = 0, 1, 2, . . . do
user i ∈ [N ] in parallel with others performs:

if k is a multiple of I , then

send θk
i to the server

update θk
i ← θ̄

k with θ̄
k from the server

end

local update: θk+1
i = θk

i + γkN∇θif(θ
k
1 , . . . ,θ

k
N )

= θk
i + γk∇fi(θk

i )

end

is provided in the simulation section. Using a RA policy, such
as a DNN, speeds up the RA compared to the conventional
RA methods that require performing an optimization task at
each time instant. The mentioned parameterized policy ϕ can
be trained as follows,

θ⋆ =argmax
θ

N∑
i=1

EH∼D{Ri(H,ϕ)}

s.t. 0 ≤ ϕ(si,θ) ≤ pmax, ∀i ∈ [N ],

(2)

where ϕ = [ϕ(s1,θ), . . . , ϕ(sN ,θ)]T , pmax is the transmit
power constraint, [N ] := {1, . . . , N}, and D is the distribution
of the channel during the training. Note that the power
constraints can be easily met by the structure of the DNN,
e.g. using the sigmoid activation function at the output layer.

B. Federated Learning

FL has been introduced by [16] and developed later by
many researchers in different DL based applications, e.g. in
communication networks [18]. The main objective in FL is to
optimize the following finite sum of functions in a distributed
manner while the communication overhead and user privacy
are taken into account:

argmaxθ f(θ) =
1
N

∑N
i=1 fi(θ), (3)

where there are N users (agents), each with a local reward
function fi. This problem can be cast to the following con-
sensus optimization problem,

argmaxθ1,...,θN
f(θ1, . . . ,θN ) = 1

N

∑N
i=1 fi(θi)

s.t. θ1 = θ2 = · · · = θN

(4)

with local parameters θi and local reward functions fi(θi).
One of the first and the most popular proposed methods in
FL called FedAve [16] uses stochastic gradient ascent (SGA).
The steps of this method are summarized in Algorithm 1.

Note that every I iteration, the server aggregates the param-
eters as

θ̄
k
= 1

N

∑N
i=1 θ

k
i (5)

Algorithm 2: Gradient-free min. oracle (cf. [21])
Input: f , θ ∈ Θ, µ > 0, L ≥ 1
Output: g(θ) := ∇̂fµ(θ)

1 generate ul ∈ Rm ∀l ∈ [L] randomly drawn from the
distribution N (0,Σ), such that θ + µul ∈ Θ

2 evaluate f(θ), f(θ + µul) ∀l ∈ [L]

3 calculate g(θ) = 1
L

∑L
l=1

f(θ+µul)−f(θ)
µ ul

to guarantee the equality constraint in (4). The server receives
all the local parameters θk

i from the users and sends back the
aggregation θ̄

k to the users. Hence, the parameter θ̄
k in the

server is updated every I iterations as,

θ̄
k
=


θ̄
k−1

, otherwise
θ̄
k−I

+ 1
N

∑I−1
t=0

∑N
i=1γ

k−I+t∇fi(θk−I+t
i ),

if k is a multiple of I
(6)

with the iteration counter k as the superscript and the step
size γk = α/(1 + k)β , with constants α > 0, β > 0, as a
diminishing step size is needed in the SGA based methods
to converge [19]. Note that in the case of I = 1, we would
recover the conventional (mini-batch) SGA with θk

i = θ̄
k due

to the aggregation step (5) and we have,

θ̄
k+1

= θ̄
k
+ γk

N

∑N
i=1∇fi(θ̄

k
) (7)

However, I = 1 incurs a high communication overhead.

C. Gradient-Free Minimization

We are interested in only measuring the reward function,
rather than representing the reward function by a model and
estimating the parameters involved. As an advantage, we can
bypass the estimation of parameters, e.g. channel matrix and
noise power, and be more robust against the uncertainties
in modeling, e.g. nonlinearities [11]. Random optimization
approach [20], [21] is a popular zero-order optimization ap-
proach that only requires measurements of the reward function
rather than computing the reward gradient vector. In [11] this
approach is used in RA as a model-free method.

Let a so-called smoothed function fµ as,

fµ(θ) = Eu{f(θ + µu)}, (8)

where µ > 0 is a sufficiently small constant and u is a random
vector. The gradient-free minimization method performs SGA
using an estimation of the gradient vector g(θ) := ∇̂fµ(θ) as
its oracle to converge to a locally optimal point of function
f up to the precision ϵ(µ). The oracle g is calculated using
Algorithm 2 with L number of repeats in the finite difference
calculation, and Σ as the identity matrix.

III. FEDERATED LEARNING BASED RESOURCE
ALLOCATION

In this section, using the concepts of FL, the objective is
to propose a policy training approach for RA that offloads
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the policy training task from the server. Also, to limit the
communication overhead, the users are not allowed to share
their local measurement vectors si with each other and they
only communicate with the server once in a while. Moreover,
to avoid probing delays in model-free updates, the users enjoy
distributed reward function, i.e. each user only tracks its own
data rate rather than the SR.

A. FL Based Reformulation

By comparing equations (2) and (4), one can formulate:

fi(θi,θ\i) = EH∼D{Ri(H, {ϕ(si,θi),ϕ\i})}
f(θ1, . . . ,θN ) = 1

N

∑N
i=1 fi(θi,θ\i)

(9)

where ϕ\i is a vector containing ϕ(sj ,θj) for j ∈ [N ] \ i,
where j can take any value in the set [N ] except i . Note that
due to the interference, each data rate Ri depends not only on
ϕ(si,θi), but also on ϕ(sj ,θj). Hence, in this application, we
cannot completely disjoin parameters θi like in the consensus
formulation (4), and the local functions are in the form of
fi(θi,θ\i) rather than fi(θi).

By the formulation (9), each user i performs its local update
as (cf. Algorithm 1),

N∇θif(θ
k
1 , . . . ,θ

k
N )

=∇θifi(θi,θ\i) +

N∑
j=1,j ̸=i

∇θifj(θj ,θ\j).
(10)

However, user i does not have access to the local reward
functions fj(θj ,θ\j), since to avoid communication overhead,
it is not allowed to get the parameters of these functions, e.g.
sj and corresponding channel coefficients.

Since all the gradients w.r.t. the local parameters θi are
aggregated often every I iterations by the server as in (5) and
(6), we have:

N

N∑
i=1

∇θif(θ
k
1 , . . . ,θ

k
N )

=
N∑
i=1

∇θi
fi(θi,θ\i) +

N∑
i=1

N∑
j=1,j ̸=i

∇θi
fj(θj ,θ\j)

=

N∑
i=1

∇θi
fi(θi,θ\i) +

N∑
i=1

N∑
j=1,j ̸=i

∇θj
fi(θi,θ\i)

=

N∑
i=1

{ȳi + ỹi}.

(11)

Hence each user can perform its local update as,

θk+1
i = θk

i + γk(ȳi + ỹi), (12)

using only its own local reward function fi. However, the
term ỹi is not easily available in user i due to the need for
the parameters θj . The next section proposes a remedy for
this issue.

B. Distributed Reward

Note that the policy parameters θj with j ̸= i are not
available in user i to compute the corresponding derivative
ỹi for (12). In the conventional DL based RA methods, a
centralized reward function, e.g. the SR of users, is available
at the server, making the implementation of (12) possible.
However, in our proposed FL approach, we are interested in
having distributed reward functions so that each user does
not need other users’ reward functions and local parameters
to perform its local updates. In this way, the communication
overhead and possible delays during the parameter sharing
are avoided. Furthermore, it is interesting to have a model-
free approach during the training to enjoy the advantages
mentioned in Section II.C.

To do so, the gradients ∇θj
fi(θi,θ\i) in the ỹi part of (12)

can be estimated at user i by the gradient-free minimization
oracle in Algorithm 2 as,

∇̂θjf
µ
i (θ

k
i ,θ

k
\i) := gji (θ

k
i ,θ

k
\i)

=
1

L

L∑
l=1

fi(θ
k
j + µul,θk

\j)− fi(θ
k
j ,θ

k
\j)

µ
ul

(13)

once user j changes its parameter θk
j . Here, ∇̂fµ

i is the
estimated gradient of fµ

i , the so-called smoothed version of the
function fi –cf. Section II.C. Note that the values fi(θ

k
j ,θ

k
\j)

and fi(θ
k
j +µul

j ,θ
k
\j) can be measured by user i, by probing

only its own data rate, respectively before and after the time
instant when user j changes its local parameter θj . A batchsize
B is considered to estimate the expectation in (9) by averaging.
The random vectors ul can be known in all users, using
a common known distribution and a common random seed.
Hence, no communication is needed to exchange the local
parameters between the users, motivating us to call ȳi+ ỹi in
the local update rule of (12) a distributed reward function.

In this approach, the users sequentially update their pa-
rameters in a synchronized manner as follows. Each user i
updates its parameter either by ȳi in (12), i.e. by measuring
the gradient of its local function w.r.t. its local parameter θk

i

as,

θk+1
i = θk

i + γkgii(θ
k
i ,θ

k
\i)

or whenever another user j updates its parameter θk
j , the user i

in parallel records the changes of its own local reward function
fi(θ

k
i ,θ

k
\i) caused by the change in the parameter θk

j as,

θli
i ← θli

i + γligji (θ
li
i ,θ

li
\i)

where li ∈ {k, k+1} is the current time index of user i. Note
that the time index moves one step forward only when each
user updates its parameter by ȳi. If user i has already updated
its parameter by ȳi, li = k + 1 otherwise li = k. Also the
server aggregates the parameters every I iterations by,

θ̄ = 1
N

∑N
ℓ=1 θ

lℓ
ℓ . (14)

The proposed approach is summarized in Algorithm 3.
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Algorithm 3: Proposed FL based RA approach

Initialize: θ0
i = θ0 ∀i ∈ [N ], α > 0, β > 0 for

γk = α
(1+k)β

, L ≥ 1, I > 1 and batchsize B ≥ 1

Output: θK

for k = 0, 1, . . . ,K do
ul ∼ N (0,Σ) ∀l ∈ [L] in all users
li = k ∀i ∈ [N ]

for i = 1, 2, . . . , N sequentially do
user i

estimates: gii(θ
k
i ,θ

k
\i) by (13)

performs: θk+1
i = θk

i + γkgii(θ
k
i ,θ

k
\i)

li = k + 1

user j, ∀j ∈ [N ] \ i
in parallel and synchronous with user i

estimates: gij(θ
lj
j ,θ

lj
\j) by (13) (15)

performs: θlj
j ← θ

lj
j + γljgij(θ

lj
j ,θ

lj
\j)

if (kN + i) is a multiple of I , then

all users send θlℓ
ℓ ∀ℓ ∈ [N ] to the server

all users update θlℓ
ℓ ← θ̄ ∀ℓ ∈ [N ], with θ̄

in (14) from the server

end
end

end

Note that the steps (15) in Algorithm 3 are unique steps
in RA compared to vanilla FL methods. The reason is that
in RA the local reward functions cannot disjoin to form the
consensus optimization problem of (4) due to the interference
between the users.

IV. NUMERICAL SIMULATIONS

We consider a network with N = 5 users. The channel
matrix H ∈ R5×5 is randomly generated with independent
hi,j ∼ N (0, 1) ∀i, j ∈ [5] elements. In all the simulations,
we set pmax = 10, σ2 = 0.5, µ = 10−6, L = 1, α = 0.75,
β = 0.5, and B = 100.

Each user has a DNN with 3 hidden layers with {3, 25, 25,
1} neurons respectively. As the input of the DNN, each user
i measures the vector si = {R, T ,G}, indicating the received
interference by the user i, the transmitted interference by the
user i, and the direct channel, respectively. These inputs are
among the inputs that [8], [22] have used for their policies.
Each user has access to only its own data rate Ri by probing
its communication link. Using the DNN, each user controls
its transmit power pi ∈ [0, pmax]. The power range [0, pmax]
is enforced by the sigmoid activation function at the output

0 0.5 1 1.5 2 2.5

10
4

1

2

3

4

5

6

Fig. 1. Comparison of the proposed FL based RA approach with the
centralized RA, for different aggregation intervals I .

TABLE I
PERFORMANCE COMPARISONS OF THE PROPOSED FL BASED MODEL-FREE

RA METHOD WITH I = 50 AND I = 100 WITH THE CENTRALIZED
MODEL-BASED SCENARIO.

Sum Rate (bits/s/Hz)
# of users FL (I = 50) FL (I = 100) centralized
5 5.36 5.35 5.36
10 6.42 6.41 6.42
15 7.00 7.00 7.01

layer. The activation functions of the other layers are given as
relu(x) = max{0, x}.

In the first simulation, each user follows the steps outlined
in Algorithm 3 to train its DNN. We compare the SR of the
users when different aggregation intervals I are considered
during the training. We also compare our proposed FL based
model-free RA approach with the case the DNN is trained in a
centralized model-based scenario with exact gradient vectors
∇fi and aggregation interval I = 1, where the SR of the
users is known and used for the training. Fig. 1 shows that
the performance of the proposed approach in terms of the SR
reaches that of the centralized model-based setting, even when
I is as large as I = 100, which has a considerable advantage
in practice. Note that the convergence is slower due to the
aggregation interval I > 1 and the noisy gradient estimates
gji for all i, j ∈ [N ]. In Table 1, the SR is reported after
convergence, comparing the proposed FL based RA method
with the centralized model-based scenario, for three different
numbers of users N . The same convergence behavior as Fig.
1 is noticed for N = 10 and N = 15.

The communication load for the aggregation step (14) is
compared in Fig. 2 for different aggregation intervals I .
Note that the large intervals I are favorable in terms of
communication overhead-convergence speed trade-off.

In our last simulation, each user trains its policy without
any communication with the server, i.e. I → ∞. As it is
obvious in Fig. 3, without exchanging parameters θi, each
user learns to selfishly maximize its transmit power over time,
until it reaches the maximum power pmax. This behavior is
understandable, as each user only has access to its own data
rate, and thus maximizes this data rate without noticing to
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Fig. 2. Comparison of the communication overhead for different aggregation
intervals I .
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Fig. 3. Transmit power of users when there is no parameter aggregation (14),
i.e. I → ∞, during the training.

what extent its transmit power can negatively affect the other
users’ data rates.

V. CONCLUSION AND FUTURE WORKS

In this paper, we have proposed a model-free policy
(re)training approach based on FL concepts, where the policy
is used for RA to maximize SR at each time instant. The
training is done in a distributed manner, where the users
communicate with a computationally simple server once in
a while. More importantly, each user needs to probe only its
own data rate, as the distributed reward function, to update its
local DNN. Furthermore, the users do not need to share their
local measurements with the server during the training. All
these features offload the training computational load from
the server and guarantee the possibility of real-time model-
free policy (re)training in time-varying environments without
necessarily requiring a computationally complex server.

Asynchronous extensions in heterogeneous systems, decen-
tralized versions without requiring a server, and convergence
studies are topics of future research activities.
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