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Abstract—As a compact device, an acoustic vector sensor (AVS)
has been widely used for source direction of arrival (DOA)
estimation in 3D space. However, when deployed in complex envi-
ronments, such as with strong noise, reverberation, and multiple
sources, the DOA estimation accuracy degrades significantly. In
this paper, we propose an efficient method for multi-source DOA
estimation based on an AVS in a reverberant room environment.
The method is based on exploiting a feature from the AVS
signals, i.e., the reactive intensity vector, to detect the direct-path
dominated parts of the received signals in time-frequency bins.
Then, intensity-vector based DOA estimation is performed, which
has low computational complexity. As demonstrated through
experiments, the proposed method outperforms the state of the
art methods even in highly reverberant environments.

Index Terms—Acoustic vector sensor, DOA, multi-source, re-
active intensity vector

I. INTRODUCTION

Due to its small size and light weight, the acoustic vector
sensor (AVS) has been recently researched and developed for
acoustic wave capturing and acoustic scene analysis. It consists
of one omni-directional pressure sensor and three co-located
directional velocity sensors. With these four sensors, an AVS
can estimate the sound source direction of arrival (DOA) in
three dimensional space [1].

The most commonly used DOA methods based on an
AVS can be roughly divided into the intensity vector-based
method, the subspace-based method and the beamformer-
based method. The intensity vector-based method estimates
the source DOA by calculating the intensity vector from the
pressure signal and velocity signals [2], [3], which performs
well in a free-field environment but has significantly degraded
performance in a multi-source, reverberant and noisy environ-
ment. The subspace-based methods that exploit the second-
order signal statistics for source DOA estimation are applied
on the four-channel AVS signals straightforwardly, resulting
in algorithms such as MUSIC ESPRIT-based method, and
velocity-covariance-based method [4]-[7]. These methods are
effective to distinguish noise and non-coherent interference but
cannot deal with early room reflections that generate coher-
ent interference. One of the representative beamformer-based
methods is the maximum steered response power (MSRP)
method [8]. It uses the received four-channel AVS signals
to form a first-order beamformer to search DOA with the
maximum power. And its enhanced method, the maximum
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likelihood (ML) method [9], finds the optimal parameter under
noisy environment.

To deal with room reverberation and interference, several
methods have been recently proposed [10]-[15], with a pre-
processing step of the AVS signals to identify the direct
path dominant (DPD) components for the follow-up DOA
estimation. The earliest work is the coherent test method [10],
in which the spatial correlation matrix is calculated and the
rank-1 points are selected as the DPD points. Its improvement,
the DPD test [11], [12] method, applies the time-frequency
smoothing on the spatial covariance matrix and uses the ratio
of the first two eigenvalues as the effective rank. As frequency
smoothing can decorrelate the signal, the DPD test method
improves the detection accuracy. These methods are based on
analyzing the spatial covariance matrix of the received AVS
signal within a time-frequency (TF) zone to detect the direct
path dominated components, thus are characterized as TF zone
level (or block-wise) detection methods. However, most of the
time both the true DPD point and its neighborhood points
are detected because the DPD points dominate the detection
results, leading to reduced DOA estimation accuracy.

Another kind of representative approach is the TF point
level detection method, which detects the direct path dominant
TF bins for the DOA estimation. For example, in [14], the
low reverberant single source (LRSS) TF bins are detected by
comparing the absolute directions from the real and imaginary
parts of the received AVS signals in the STFT domain. When
these two directions are close enough, the corresponding TF
bins are assumed to be the LRSS points. However, it cannot
distinguish the TF point that is due to a signal plus small-level
interference or two-closely spaced propagation directions.

In this paper, we propose a point-level detection method
for AVS-based DOA estimation, which is based on the char-
acteristics of the intensity vector. The sound intensity vector
describes the direction and rate of the acoustic energy flow per
unit area, which can be divided into the active part and the
reactive part [16]. We show that for single-source DPD points
the reactive intensity approximates zero, while for multi-
source and reverberation-dominated points, this value becomes
significantly larger. Through analysis and experimental results,
we show that the proposed method achieves more accurate
DPD detection and DOA estimation, especially for some
challenging situations such as small-level interference and
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reflections with its propagation direction close to the source
DOA that is hard to extinguish.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Considering a reverberant room environment with M
sources, the signals received by a single AVS can be modeled
as

M
x[t] = Sm[t] * hy [t] + n[t], (1)
where x(t) = [2,(t), x4, (t), a, (t), za, (£)]T is a vector of

the received signals, including the pressure signal x,(t) picked
up by the omnidirectional sensor, and [x4, (), x4, (t), za, (t)],
the particle velocity signals received by the three directional
velocity sensors along the z, y and z axis. s,,(t) is the mth
source signal. h,, () denotes the room impulse response (RIR)
between the mth source and each individual sensor of the AVS.
The additive term n(t) represents the additive noise.

The signal is normally processed in the STFT domain and
can be represented as follows [14], [17], [18]

ZZh (k) s

m=1 =0

m (kyn—1)+e(k,n)+n(k,n),
(2)

where x(k,n) and s,, (k, n) is the STFT domain representation
of the received signal and the mth source signal, with n and
k denoting the time frame index and frequency bin index,
respectively. h . (k,l) models the acoustic transfer function
(ATF) between the mth source and each individual sensor
of the AVS in the STFT domain. The additive term e(k,n)
and n(k,n) represents the modeling error and additive noise,
respectively.

III. REVIEW OF EXISTING DETECTION METHODS

In this section, we review two state-of-the-art DPD points
detection methods, i.e., the DPD test method [11] that is a TF
zone level detection method and the LRSS method [14] that
is a TF point level detection method.

A. TF zone level detection

As a TF zone level detection method, the DPD test method
applies the time-frequency smoothing to get the decorrelated
spatial correlation matrix as shown in the following,

XXH(kf‘]kvn*]n)7

where Jj, and J,, denote the size of the frequency-domain and
time-domain smoothing window, respectively. The effective
rank (ppp is calculated as the ratio of the first eigenvalue
01 to the second eigenvalue o of R,

CDpD(k,n) :(51(1€7n)/62<k,n). (4)

When the effective rank is larger than the threshold eppp,
the central point of the zone is detected as a single-source

DPD point and used for the DOA estimation, where I'ppp
denotes the set of the detected points,

I'ppp ={(k,n): (ppp(k,n) > eppp}. )

The above TF zone level (or a block-wise) detection methods
usually detect both the DPD points and its neighborhood
points for the follow-up DOA estimation, resulting in degraded
estimation accuracy [14].

B. TF point level detection

As a TF point level detection method, the LRSS method
compares the absolute direction of the real part and the
imaginary part of the received signal in the STFT domain.
The detection rule is shown as follows,

[ R{x" (k,n)}3{x(k, n)}|
IR{XT (K, ) 2 lIS{x(k, n) |2
which is actually the absolute cosine distance of the real part
and imaginary part of the received vector signal, i.e., between
R{x(k,n)} and S{x(k,n)}.
value, and || - |2 represents the {2 norm. If the absolute cosine
distance (1 rss is larger than a preset threshold errgg, the
two directions are assumed to be close enough so that the
corresponding TF point is determined as the LRSS point.
I'rL rss denotes the set of detection points,

I'rrss = {(k,n) : (trss(k,n) > €rrss}- @)

The LRSS method determines the DPD points at the time-
frequency bin level, which suits the W-disjoint orthogonality
assumption widely adopted in speech processing. Thus, the
LRSS method can achieve more accurate detection of DPD
points. However, it cannot distinguish the TF point that is due
to a signal with small-level interference or two-closely spaced
propagation directions, as shown in the following analysis.

(6)

CLrss(k,n) =

IV. THE PROPOSED METHOD
A. Reactive intensity vector

When the direct path is dominant, (2) can be approximated
as
x(k,n) = s,,(k,n)e” 7" d,y, (8)

in which the pressure signal and the velocity vector can be
expressed as

z,(k,n) = s,,(k,n)e” IETm )

(24, (k,n),zq, (k,n), 2 (k,n)] = s, (k,n)e” 7 Ty,
(10)
Here, u,, = [sin#,, cos ¢, sin O, sin ¢,,, cos0,,] is a unit

vector pointing to the source position, with 9m and ¢,,

denoting the elevation and azimuth of source'. Then, the
intensity vector can be expressed as follows
I(k,n) = 2 (k,n)[zq, (k,n), 24, (K, n), 24, (F, n)]
= s (k, n)e]w“’" S (K, n)e JORTm 0, (11)

= Ism (£, )" wp,

The azimuth angle is measured counter clockwise from the z-axis within
the range of [0°, 360°] and the elevation is measured counter clockwise from
the z-axis within the range of [0°, 180°]
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Fig. 1. (a) Comparison of (1, rss and CReactive With increasing amplitude
of the interference wave. (b) Comparison of (r,rss and Cgreactive With
increasing angle difference of the interference wave from the source direction.
A unit-amplitude plane wave with a direction of 8; = 45° and ¢4 = 45° is
simulated.

It can be seen that when the direct path dominates, the acoustic
intensity vector is a real number, in other words its imaginary
part or the reactive intensity vector approximates to zero. This
is due to the fact that the reactive intensity vector is per-
pendicular to wave propagation direction (or acoustic energy
flow direction), describing the non-propagating local energy
exchange that depends on the sound waves [19]. Therefore,
the existence of strong direction paths leads to a large active
intensity vector while the reactive intensity vector becomes
very small.

Thus, in this paper, we make use of the acoustic intensity
vector, i.e., the product of the conjugation pressure and particle
velocity vector, as a feature for DPD point detection.

B. Reactive intensity vector based DPD points detection

The reactive-intensity based DPD detection rule is proposed
as follows

1
CReactive (K1) = ISR, 2/ IR{L(k,n) }2

12)

where S{I(k,n)} and R{I(k,n)} represent the reactive inten-
sity vector and active intensity vector, respectively. Here, || - ||2
denotes the /2 norm to calculate the energy of the reactive and
active intensity vector. e is a natural constant, which is used to
normalize the ratio between the reactive and active intensity
vector within the range of 0 and 1. If the amplitude of the
reactive intensity vector approaches zero, (reactive (K, n) = 1,
and the corresponding TF bin is determined as DPD point.
With the increase of the amplitude of the reactive intensity
vector, (Reactive(k, 1) becomes smaller than 1 but still larger
than 0.

In this work, if the value Creactive(k,n) is larger than
a preset threshold €preqctives the corresponding TF bin is
detected as a DPD point. Here, I"gegetive denotes the sets of
the detected DPD points,

I'Reactive = {(k'7 TL) : CReuctiwe(kv n) > eReactive}- (13)

To make the proposed method robust to noise, a time-
frequency domain mask based on the IMCRA method [20]
is used to eliminate the low SNR points.

Both the proposed method and the LRSS method are TF
point-level detection methods. To demonstrate the superiority

of the proposed method, a simulation is conducted. We gen-
erate a direct path wave of unit amplitude with a direction of
05 = 45° and ¢4 = 45°. In Fig. 1 (a), an interference wave
with a direction of 6; = 135° and ¢; = 135° is generated and
the amplitude of the interference wave increases from O to 1.
As shown in Fig. 1 (a), even for small amplitudes interference
waves (i.e., amplitudes less than 0.25), the proposed method
has a significant declining curve above the value (reqctives
compared with the value of (1 rss used in the LRSS method.
In Fig. 1 (b), an interference wave of unit amplitude is
generated while its 2D angle difference from the source
increases from 0° to 90°. For small angle differences (i.e.,
angle differences less than 20°), the same trend as in Fig. 1
(a) can be found. In conclusion, the LRSS method, which is
based on (6) to detect DPD points, cannot distinguish small-
level interference or closely-spaced interference. On the other
hand, the proposed method has a much clearer variation to set
up the threshold value.

C. DOA estimation

The intensity vector-based DOA estimation is performed
from the detected DPD TF points as follows

sz

¢ = arctan
R{zsz,, }

%{23%2}

VRl P+ Ry, 1 + Rz, )
(14)
Given instantaneous DOA estimates from multiple detected
DPD points, the fusion step is adopted to obtain the final
DOA estimation result by utilizing a histogram with two-
dimensional Gaussian smoothing [14], [21].

0 = arccos

V. EXPERIMENT RESULTS
A. Simulation setup

Simulations are conducted to evaluate the proposed method.
The image source model [22] is used to generate the room
impulse response. Device noise and diffuse noise are simulated
to evaluate the algorithms. The T§q is set as 0.3s, 0.6s, 0.7s,
and 0.8s, while the SNR is set as 5dB, 10dB, and 15dB.
Three sizes of rooms (small, middle, and large) are simulated,
with two active sources put in 20 positions with an angular
spacing of 60°. Clean speech of 15 men and 15 women from
the TIMIT [23] database are used in the simulation, with a
sampling rate of 16kHz and a duration of 3s. Root mean square
angular error (RMSAE) [14] defined as /E[e?] to qualify
the performance across signal blocks is used as the metric to
evaluate the performance of different methods. The average
angular error e can be expressed as follows

M
1 1
GZM;QSm ([t — wm1/2), (15)

where 10, and u,, denotes the estimated and the actual
direction of the mth source, respectively. We compare our
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Fig. 2. Detection results of different methods at SNR=5dB and Tg9 = 0.7s.
Two sources are located 1.5m away from the AVS and the DOA of these two
sources are ¢1 = 300°,601 = 60° and ¢ = 300°, 02 = 120°, respectively.
The DPD method (a) and (b), the LRSS method (c) and (d), and the proposed
intensity vector-based method (e) and (f).

Azimuth(®)

method with the state-of-the-art methods, i.e. the DPD test
method and LRSS method. The threshold for the proposed
method, LRSS method, and the DPD test method is set as
0.87, 0.97, and 6, respectively. The RMSAE are shown in
Table I and Table II.

B. Experiment results

First, we compare the DPD detection results of different
methods at the condition of Tig = 700ms, SNR=5dB. There
are two sources located 1.5m away from the AVS and the
DOA of these two sources are ¢; = 60°,6; = 300° and
P2 = 120°, 65 = 300°, respectively. Fig. 2(a), (c), (e) show the
detection results of the DPD method, the LRSS method, and
the proposed test method, respectively. The red dots belong
to the first source and the blue dots belong to the second
source. Fig. 2(b), (d), (f) show the DOA results using the
detected points of (a), (c), and (e), respectively. Obviously,
the proposed method has two distinct peaks corresponding to
the source directions. And the DOA estimation error for each
method is 15.0°, 8.8°, 3.3°, respectively. The proposed method
has the lowest error. Comparing the TF zone-level method to
the LRSS method and the proposed method, it is evident that
the former detects results in blocks, including the DPD point
and its neighboring points. On the other hand, the latter two

methods perform TF point-level detections, resulting in sparser
detection outcomes. The proposed method demonstrates the
most precise detection results.

Table I shows RMSAE for two sources placed at 20 posi-
tions with an angular spacing of 60° in different environments.
For each case, the result is calculated from 100 trials of signal
blocks. It can be seen from the result that all the method
degrades as the Tgo increases and the SNR decreases, i.e.,
in a more reverberant and noisy environment. The proposed
method always has the lowest RMSAE. As the room size
becomes smaller, all the methods degrade due to the fact that
a small size room usually has stronger reverberation under
the same Tgy. Table II shows RMSAE for three sources with
an angular spacing of 40°,60°,80°. Similar results as in the
two-source case can be observed.

In summary, the original intensity vector (IV) method,
which does not incorporate any DPD detection, has the largest
error. The TF point level detection methods, i.e., the LRSS
method and the proposed method, have improved performance
compared with the TF zone level detection method, i.e., the
DPD test method. Especially, the proposed method has the
smallest error among all conditions.

VI. CONCLUSION

This paper proposed a multi-source DOA estimation method
based on an AVS in a reverberant room environment. The
reactive intensity vector is used as the feature to detect single-
source direct path dominated TF points. The intensity vector
based DOA estimation is then adopted, which is computation-
ally more efficient and suits real-time applications. Experimen-
tal results confirmed the effectiveness and the superiority of
the proposed method compared to the state of the art methods.
Note that the detection threshold setting plays a critical role
in the proposed method and requires careful consideration.
Future research will aim to develop a more robust selection
technique for determining the threshold.
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